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For areas where stage-frequency curves are presented for the still-water
level resulting from the combination of storm surge and astronomical tide,
only the storm surge and probability models were necessary. These areas in-
clude both open coast and estuarine locations. For areas flooded by the

R

* still-water level, results of the modeling indicated that the whole study area o~
N floods to approximately the same level. Flood levels are efficiently conveyed D%
- through the inlet and throughout the flood plain of the Saugus-Pines River s -
% system. Inside the inlet, there is a small gradient in the still-water level, Rk
. rising from north to south, which results from local setup caused by north to L

northeast wind directions which predominate during storm conditions. This e

local wind setup results in flood levels inside the inlet which differ by one-
half to three-fourths of a foot during the more severe storm events. OQutside
the river system in Broad Sound a smaller north-south gradient exists with
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- differences of only a few tenths of a foot resulting. Data collected by the o

: US Army Engineer Division, New England, after completion of the modeling :;{

. indicated that losses do occur as flood levels propagate upstream of the Fox ':}

. Hill Drawbridge on the Saugus River and upstream of the Highway embankment on W

the Pines River. Stage-frequency curves for these areas were adjusted to

p acccommodate these additional data. The curves were lowered 0.3 and 0.5 ft at ;T:

] the lower return periods for upstream Saugus River and Pines River locations, o

< respectively. Reductions were reduced for higher return periods because };-

) higher flood levels would provide greater access of floodwaters to these €.

! areas, i~y

X The setup and operation of all models, except the physical model, are de- £
scribed. The method of constructing stage-frequency curves is explained, and

estimates of the error involved in each of the processes are discussed. The S

final products are curves which relate flood stage to frequency of occurrence ;\

‘ for several possible structures at Roughans Point as well as for several .

. coastal and river areas. o
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The US Army Engineer Division, New England (NED) requested the US Army ¢
Engineer Waterways Experiment Station (WES) Coastal Engineering Research N3
; Center (CERC) to conduct numerical and physical model studies to determine the 5;
{ frequency of flood levels at Roughans Point and at other coastal areas in N
N Revere, Saugus, and Lynn, Massachusetts. The studies were conducted prin- .;;
\ cipally to provide greater confidence in the flood protection plan for Eag
) -
N Roughans Point as presented in the planning report (NED 1983) and were part ot
t .
) of a larger study, "Continuing Planning and Engineering Studies for Roughans b
2 Point," provided for under the 12 September 1969 Southeastern New England -
- authorization of the US Senate Committee on Public Works. A small funding X
- .
vl contribution came from Revere Backshore planning studies conducted under the X
. same authority. N
.
" This report contains the results of the numerical investigations con- v
& ducted between May 1984 and December 1985. Close consultation and coopera- ‘
tion were maintained between CERC and NED throughout the study, and the Q;
efforts of Mr. Charles Wener, NED, were particularly important in its suc- :l:
cessful completion. -
. Work was performed by personnel of the Research Division (CR), CERC, 3.
‘; under the direction of Dr. James R. Houston, former Chief, CR. Mr. Thomas A. -:,
. ‘e
3 Hardy, Coastal Processes Branch (CR-P), was the Principal Investigator for i
¥ this study under the direction of Mr. H. Lee Butler, former Chief, CR-P, and K¢
- current Chief, CR. Mr. Hardy was responsible for the probability modeling, "
2 storm surge modeling, flood routing, and synthesis of the total modeling ef- T}'
. fort. Mr. Peter L. Crawford, Coastal Oceanography Branch (CR-0), was respon- ;é‘
sible for the wave modeling. Mr. Crawford worked under the direction of o
. Dr. E. F. Thompson, Chief, CR-O. Upon completion of the study, Chief and N
*: Assistant Chief, CERC, were Dr. Houston and Mr. Charles C. Calhoun, Jr., :f
. <
N respectively. This report was edited by Ms. Shirley A. J. Hanshaw, In- N
formation Products Division, Information Technology Laboratory, WES. R
g_ COL Allen F. Grum, USA, was the previous Director of WES. COL Dwayne G. o\
{ Lee, CE, is the present Commander and Director. Dr. Robert W. Whalin is -:'
L s
- Technical Director. N
; K
. X
o MRS
‘ B
L4 1 ..: -
2 :
" . B3

M O R T LN R S L e e e e T T e e L e i et e e L e e e e
. .‘ o e . - " ‘I‘<l't. M



hAR
L

&3
CONTENTS .
b
Page k;
PREFACE .+« e vt e te e ee e e e ne e e e ee e te e e e te e e e e e e e e e eneeneennen, 1 v
CONVERSION FACTORS, NON-SI TO SI (METRIC) UNITS OF MEASUREMENT.......... 3 ?
PART I:  INTRODUCTION. ... .uuvnueuunnennonnoneneonsonneneenennsasonnns 4 2
TerMIiNO Oy i ttviiinreseneeesrroasoaunonassoessensssssassasasssss 7 ;Q
Overview of Project Technique........civviiiiienrineecnnnnennncnnnn 8 Wy
Organization Of RePOrt....uieeeieereneenennnerneeoneennneennnennns 10 =
PART II: PROBABILITY MODEL..... vt nnrenenuneinnnenecssaannnnnnnns 1" v
Choosing Storm Surge Time-Histories............ ...t 12 S
Creating Synthetic Surge Plus Tide Events................ ..., 14
Selecting Events to Model...........ccvtitiiiiiiiiiii it naanns 15
PART III: STORM SURGE PLUS TIDE SIMULATION....... ..ottt rerennnnn. 23 B
Grid DevelopPment . .. .ovuveueeerneeneeeeneeoeenenaseeaennensansnneans 23 ;:
Wind Foreing....couieiniiiiiii it ii it ittt iinenenanen 24 -
Data ColleCtion. . vuiuieiiereieninueeneneneneneasoensasseseannsanans 25 -
Model Calibration..........ciiuieniiiiiiiiiniineinionnnennnenannnn 25 e
Model Verification....coiiuiiiineenreieneionneteneenosenannnenanas 30 "
Simulation of Event Ensemble by the Hydrodynamic Model............ 30 y
PART IV:  WAVE MODELING. ... ...seeseeeeeennnnnuneneneceeeeeennennnnnnnns 38 =
WIS Methods and Data.......eeeueesenuneennneeessninneeenannneenans 40 ;:
Phase III MethodOLlOogY .. cvevriirininnenienneeneensnanoeoneaannanns 4o o
Use of Phase III Methodology for Broad Sound Wave -
Climate SImMulations.....viiiiiiii ittt reaseseenncennennnas 41 =
Wave Climate Simulations for Broad Sound..........coviivinnnnnnnnn 42 k.
ESCUBED Results....... t e e e e eeaeteat et oateaaaat e e yy DG
Locally Generated Waves in the Lee of Nahant Peninsula............ 4y %f
PART V: FLOOD STAGES FOR THE INTERIOR OF ROUGHANS POINT.............. 50 5:
Overtopping Rate Calculation.......coeviiiiinvineeininiennnannnnas 55 3
F1oO0d ROULINE. i tvvennreeeerunrneenesosonoresuncesaeoeeanensnnnnss 57 v
Simulation of the Event Ensemble by the Flood Routing Model....... 63 '
North Wall TestS.....uvieenernneeeneeoneonerenneoseeanenannnnnnens 64 :3
PART VI: STAGE-FREQUENCY CURVES........viertnieinnnnrennneinnnnnsannns 66 s
PART VII: RESULTS AND CONCLUSIONS. . ... ..ttt taneenssonnnnceeeanannans 68 NS
ROUGhANS POINt. ..\ttt iiieeit ittt e ittt et ennenaennees 68 =
Still-Water Locations. .. .. eeieeereerereroeneeronetonsssenassnnss 72 =7
Estimating Error in the Frequency Curves...........civviiineenann. 82 'y
Determining Error Bands for the Selection Process................. 85 »
Assessing the Impact of the Standard Project Northeaster.......... 89
Conclusions. ..o i i i i i i i i it et i i 92 o
NS
REFERENCES . ¢ o vt tttttttiiiiiit ittt iiiiiiereetnenaaneanannas 94 N
&3_.
?'l
Y
o
&ﬁ]
2 o
K
.,
I8




s P -t AN S B A AT b S e R AL S A A N A il b A et fa AL DA, Pl B oV g W Wy W VWY A m‘]"}'_‘

.

CONVERSION FACTORS, NON-SI TO SI (METRIC)
UNITS OF MEASUREMENT

A

Non-SI units of measurement used in this report can be converted to SI

(metric) units as follcws:

Ca
: Multiply By To Obtain %
: acres 4,046.873 square meters ”
. cubic feet per second 0.02831685 cubic meters per second
§ feet 0.3048 meters
4 knots (international) 1.8532 kilometers per hour
: miles (US statute) 1.609344 kilometers
D square miles (US statute) 2.589988 square kilometers
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FREQUENCY OF COASTAL FLOODING AT ROUGHANS POINT, BROAD SOUND,
LYNN HARBOR, AND THE SAUGUS-PINES RIVER SYSTEM

PART I: INTRODUCTION

1. The study area was located in the cities of Revere, Lynn, and
Saugus, Massachusetts, which are immediately north of Boston. Roughans Point
(Figure 1) is a 55-acre®* residential area which is below the elevation of a
spring tide at many locations. Seawalls along both the northern and eastern
boundaries offer some protection against coastal flooding. However, damage
resulting from flooding caused when waves overtop the seawalls is a frequent
occurrence. The Saugus and Pines Rivers join just before passing under the
General Edwards Bridge and out into Broad Sound. The lower 2,500 acres of the
drainage area just behind Revere Beach are mostly river channel and marsh.
This area borders residential, commercial, and industrial areas, many of which
are at an elevation only a few feet greater than the elevation of the maximum
astronomical tide. Flooding is caused by the inundation of low lying areas by
the combination of astronomical tide and storm surge. The Revere Beach-Point
of Pines-Lynn Harbor region is made up of recreational beaches, residential
and industrial land protected by seawalls, and harbor areas. Flooding results
from overtopping of seawalls and dunes by storm waves. Figure 2 is a map of
the study area vicinity showing the above locations.

2. The desired products of this project are stage-frequency curves
which relate the elevation of floodwaters to the average waiting time between
floods of equal or greater severity. The ordinate of these curves is stage,
measured in feet above the National Geodetic Vertical Datum (NGVD), and the
abscissa is return period expressed in years. The primary goal of this study
initially was to provide flood frequencies at Roughans Point where flooding is
caused by the overtopping of seawalls by storm waves. The numerical model
efforts needed to predict waves and water levels at Roughans Point could also
predict these quantities at nearby locations. Therefore, the scope of the

project was expanded to provide flood frequencies for the Saugus-Pines River

* A table of factors for converting non-SI units of measurement to SI
{metric) units is presented on page 3.
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System, as well as wave and water level information, and techniques which
could be used for future overtopping studies at Point of Pines and Lynn
Harbor. The study was then divided into two main sections, determined by
whether the cause of the water levels was due to wave overtopping or combined
surge and tide. Roughans Point was the only location where stage-frequency
curves were generated for flooding resulting from wave overtopping. For the
Saugus-Pines River System, flooding results from the inundation of low lying
areas by the combination of storm surge and astronomical tide. Even though
flooding at Revere Beach, Point of Pines, and Lynn Harbor is caused mostly by
wave overtopping, only the still-water level frequency will be reported be-
cause the present study did not include investigation of overtopping for these
areas. Wave overtopping for these areas will be estimated by US Army Engineer
Division, New England (NED), in other studies using techniques and data devel-
oped by US Army Engineer Waterways Experiment Station (WES) Coastal Engi-
neering Research Center (CERC) for the present study. Areas where the stage-
frequency curves are based upon combined surge and tide levels, but include no

wave effects, will be referred to as still-water level locations.

Terminology

3. To avoid excessive repetition and to provide greater clarity, the

following terms are defined for use throughout this report.

Event Storm plus tide

MSL Mean éea level

NGVD National Geodetic Vertical Datum (formerly
called mean sea level datum of 1§29)

Northeaster Extra-tropical storm

Stage Elevation of the still-water level above NGVD

Still-water Level Elevation of surge plus tide water surface

Storm The historical meteorology (wind, waves, and

surge) independent of the tide with which
it actually occurred

Surge Storm-induced component of still-water level
Tide Astronomical tide
7
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Overview of Project Technique

j, The establishment of frequency curves required the conjunctive use
of several modeling components. At Roughans Point the combined use of prob-
ability, numerical storm surge, numerical wave, physical, and flood routing
models was required to produce the stage-frequency curves. Whereas, for the
still-water locations (Saugus-Pines River and Revere Beach-Lynn Harbor areas)
only the probability and numerical storm surge models were required. The
following is a L.1ef description of each model.

5. The probability model was designed to complete four tasks: select
events for simulation by the other models, assign probabilities to these
events, create stage-frequency curves, and determine a measure of confidence
in the final results. The numerical storm surge model simulated the storm
plus tide events producing a time-history of still-water levels at specific
locations throughout the study area. A numerical, spectral wave model simu-
lated the wave field which accompanied each of the events simulated by the
storm surge model. Also, a monochromatic wave model estimated the locally
generated waves which were not considered in the spectral model. The wave
parameters of height, period, and direction were calculated at selected sites
throughout the study area. The physical model determined coefficients for an
overtopping rate equation by testing multiple combinations of water level and
spectral wave characteristics for several existing and proposed structures at
Roughans Point. The physical modeling is not fully described in this report.
(For complete details of the physical modeling see Ahrens and Heimbaugh (in
preparation). The flood routing model calculated the maximum stage in the
interior of Roughans Point caused by each event. Maximum stage was determined
after outflows from drainage, pumping, seepage, and weir flow over low lying
boundaries were considered.

6. Figure 3 is a flow chart which depicts the conjunctive use of the
above models for the establishment of stage-frequency curves. Basically, the
probability model selected and assigned probability to the surge-tide-wave
events simulated. Then, the surge model simulated the still-water level. At
this point stage-frequency curves were generated for the still-water loca-
tions. To develop the flood levels caused by wave overtopping at Roughans
Point, thne wave, physical, and flood routing models were necessary. The wave

model simulated the parameters, height, period, and direction. The output of
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the two numerical models (surge and wave) were the main inputs to the physical
model's overtopping rate equation which produced the overtopping rate for each
required time-step. The water volume due to overtopping was then routed
through the Roughans Point area, and a maximum stage was calculated for each

event. Finally, a stage-frequency curve was created for flood levels induced

by wave overtopping.

Organization of Report

7. This report is structured as follows. Part II is a description of
the probability model. Modeling of the surge plus tide events is discussed
in Part III, including calibration and verification of the storm surge model.
Part IV is a description of the numerical wave modeling. The methods for cal-
culating the overtopping rate time-histories and routing the flood through
Roughans Point are discussed in Part V. The construction of stage-frequency
curves is explained in Part VI. Part VII contains discussion of the results,
including an estimate of the error in the stage-frequency curves. Because of
the large volume of results generated by the numerical models, time-histories
of ocean water levels, waves, winds, overtopping rates, and Roughans Point in-

terior flood levels are not provided in this report but were given to NED on
computer tape.
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PART II: PROBABILITY MODEL

8. Unlike the physical model which simulates a physical process with

physical operations and the numerical models which simulate physical process-
es with mathematical operations, the probability model does not simulate a
physically realizable entity. The title 'model' is used for symmetry with the
other components of this project. The probability model is essentially an
assemblage with four specific tasks: select events for simulation by the
other three models, assign probabilities to these events, create stage-
frequency curves, and determine a measure of confidence in these curves.

9. Ideally, there would be a long historical data record of the
desired quantity at the desired location (for example, 100 years of overtop-
ping data at Roughans Point). For this ideal case modeling would not be
necessary. An overtopping rate frequency curve could be created using well-
established statistical techniques which can be found in any hydrology text.
However, as is usually the case, sufficient data records for the quantities of
interest were not available. Therefore, three separate modeling efforts, a
physical overtopping model, a numerical storm surge model, and a numerical
wave model were implemented to overcome the lack of data.

10. There are several possible approaches in establishing frequency
curves where the scarcity of data in the immediate study area requires a mod-
eling approach. The two most common are called the historical method and the
Joint probability method (JPM). In the historical method, a series of histor-
ical events is recreated with the pertinent data being saved in the necessary
locations. In effect, it is like operating a time machine with the hindsight
to know what data to collect and where to collect it. Probability is assigned
to each event by a standard ranking method. For the JPM, the storm type is
parameterized. For example, hurricane wind fields can be defined by three
parameters, central pressure deficit, radius to maximum winds, and forward
speed. Then, an ensemble of synthetic events is simulated representing those
events which are possible in the study area. Probability is assigned to in-
dividual events by assigning probabilities to parameter values which determine
that event. If the parameters are independent, then the probability of the
event would be the product of the probabilities of the component parameters.
Several studies have been conducted using the above two methods, including
Meyers (1970) and Prater, Hardy, and Butler (in preparation). For the present
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study, since hurricanes do not significantly contribute to stage-frequencies
in the project area, and since northeasters are difficult to parameterize, a
modification of the historical approach was used. Historical storm surge
time-histories were combined randomly with tide time-histories to produce syn-
thetic event water level time-histories. Probabilities were assigned using
data from a nearby tide gage. This process is explained in detail in the

following paragraphs.

Choosing Storm Surge Time-Histories

11. Regardless of the approach selected, data in the vicinity of the
study area are essential for identifying inputs to the numerical modeling and
for assigning probabilities. This project was fortunate in having convenient
sources for the necessary data. The National Ocean Service's (NOS's) Boston
tide gage has been in continuous service since 1922. This gage is located at
Commonwealth Pier in Boston Harbor which is less than 5 miles from the study
area. Wave hindcast information was available for deep water adjacent to the
study area from the WES Wave Information Study (WIS). Hourly wind data were
available from Logan International Airport which is less than 5 miles from the
study area. The 20-year period from 1956-1975 was chosen from which to gather
data for use in the numerical modeling. This period was selected because

information was available from the above mentioned sources in all the

necessary data categories: water level, wind, and wave.

12. By defining storm surge as the difference between measured water
level and predicted tide, a partial duration series of storm surge time-
histories (26 storms) was extracted from the Boston tide gage data. A minimum
value of the maximum surge, 2.5 ft, was used to define those storms which had
a reasonable probability of causing significant flooding. If surges much
below the 2.5-ft level were combined with possible tides, it would be unlikely
that any of the resulting events would be selected as one of the relatively
small number of events to be modeled (only 150 events with water levels from
7.9 to 11.2-ft NGVD were selected). The value of 2.5 ft was chosen using the
following guidance: with this surge level, only 5 percent (Harris 1981) of
the hourly tide heights are high enough so that the combined surge plus tide
would be greater than 7.9 ft NGVD. The combination of surge and tide and the

selection of the events to be modeled are explained later in this report.

12
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13. Two additional storms from outside the 1956-1975 period were in-
cluded in the storm ensemble: 29 November 1945 and 6 February 1978. All the
necessary data were obtainable for these storms which caused the first and
second highest surges recorded at Boston. Furthermore, the February 1978
event caused the highest still-water level (10.3 ft NGVD) on record in
Boston. Adding these two storms helped ensure the top end of the storm en-
semble was representative of what could occur at Boston. Therefore, a total
of 28 storms was chosen to represent the surge time-histories which are
possible at Boston. Table 1 contains a list of these storms and their maxi-
mum surges. The maximum surges listed in Table 1 might differ slightly from
maximum surges derived elsewhere. There are two reasons for these small
discrepancies. First, great care was taken to use a set of tidal prediction
constituents which best fits the tidal signal at Boston. With the large tidal
range at Boston, slight errors in phase could cause significant errors in the
calculated surge. Five separate sets of constituents received from NOS were
tested, and the set of constituents with the best fit was used for these
calculations. Second, often the maximum surge in historical storms occurs at
low water because of the increase in surge with decreasing water level given
constant wind speed and direction. Since the surges needed to be independent
of their historic tide, the surge time-histories were edited by eye to remove

12-hour oscillations caused by this shallow-water effect.

Table 1

Historical Storms Chosen to Represent Possible Surges at Boston

Storm Maximum Surge Storm Maximum Surge
No. Date ft No. Date ft
1 11-30-45 4.8 15 4-13-61 4.y
2 1-9-56 3.3 16 3-7-62 2.5
3 3-16-56 3.3 17 12-6-62 2.7
y 4-8-56 2.6 18 2-19-64 2.7
5 1-8-58 2.9 19 1-23-66 3.1
6 1-15-58 2.7 20 1-30-66 3.6
7 2-16-58 3.6 21 12-25-66 2.9
8 3-15-58 2.8 22 2-9-69 3.4
9 3-21-58 3.2 23 12-27-69 3.2
10 4-2-58 2.7 24 2-4-72 2.9
1" 12-29-59 2.6 25 2-19-72 k.o
12 2-19-60 2.5 26 11-9-72 2.8
13 3-4-60 3.7 27 12-16-T2 3.2
14 1-20-61 3.4 28 2-6-78 4.7

13
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P Creating Synthetic Surge Plus Tide Events g;
.
o)
14, Since the tidal range at Boston (mean range--9.5 ft and maximum f
range--14.6 ft) is much larger than the largest recorded surge (approximately i~
' 5 ft), the tide is a very important component of the total water level. Rath- .Ef
er than numerically model the relatively small sample of historical events ii
{surge plus tide), synthetic events were created by combining the historical a
’ storm surge time-histories with possible tide time-histories. The basic as- A
:j sumption behind this technique is that the surge time-history (edited to re- ;E
! move the shallow-water effect) of any storm is independent of the tide with Eﬁ
: which it occurs. In other wo--s, the phenomena which cause tides are not .
related to the phenomena which cause storms. Therefore, a storm may occur w3
with any tide that is possible during storm season. EJ'
;1 15. Using tidal constituents from NOS analyses of the Boston tide gage, &x
A hourly tide heights for the winter season were predicted. The period from .f?
15 October to 30 April was chosen as winter season, and 19 years of this AE.
X seasonal record were generated to simulate a tidal epoch. Combining the :&
E 28 surge time-histories with every possible tide time-history during this tide ".
. series would result in more than 2.5 million combinations. Obviously, it L
would be economically impossible to simulate all these possibilities. Fur- e
thermore, it is not necessary to simulate a large percentage of the possi- is
bilities in order to adequately represent the population. In order to form a ?:
2 representative sample of the total ensemble, a random selection process was T
devised. R
16. The 28 surge time-histories were combined with a large number of ;:E
tide time-histories. Each of these synthetic surge plus tide time-histories ::i
was created from storm and tide time-histories by randomly choosing a starting o
point in the tide series, matching this point to the start of a storm, and ﬁ}
adding the tide and surge levels at each hour for the length of the storm. %:E
The resulting large number of possible event time-histories served as the data {E?
set from which events were randomly selected for simulation by the numerical -
models. Each of the 26 storms, in the 20-year partial duration series of o)
surge, was combined with 500 tide time-histories chosen at random from the Z?i
19-year tide series. Each of these storms was considered to have an equal E:
likelihood of occurrence (each storm did, in fact, occur during the 20 years). o
The two additional storms (1945 and 1978) were not part of the 2u-year partial NS

14




duration series and, therefore, did not have the same likelihood of occurrence

as the other 26 members in the ensemble. Therefore, these two extra storms

were combined with a fewer number of tides. To determine the number of events

which should be formed using these two storms, the following simplified analy- g

Y sis was used. The 1945 and 1978 storms had the first and second largest :&
-

surges in a 58-year annual series (the length of available data). Assuming a (S

\\

; Weibull plotting position formula, p = m/N+1, where m is the rank and N = 58,
the 1945 and the 1978 surges would have frequencies of 1/59 and 2/59, respec- :
tively. Assuming the other 26 members of the storm ensemble to have fre- .

quencies of 1/20, and using the ratios of these frequencies, the 1945 storm

-‘ ..c .
.

was combined with 170 tides and the 1978 storm with 340 tides. For example, Ay

. (1/59) 7/ (1/20) x 500 = 170 . This analysis is not rigorous from a statis- o
“ tical standpoint and was done primarily to prevent the two storms with the N
Y

strongest winds and largest waves from being overrepresented at low and medium

water levels. Approximately 13,500 possible surge plus tide time-histories ‘-
i resulted from this process (26 x 500 + 340 + 170). Events to be simulated x

were selected from this file of possible surge plus tide time-histories. -

Selecting Events to Model .
; 17. A flood-causing event is multidimensional. The severity of the
f damage caused by the event is determined by several factors, among which are
N the magnitude and duration of winds, waves, and water levels. Because of the
. difficulty of ranking multidimensional entities, as well as the lack of avail-
:j able data for doing so, it is necessary to reduce the dimensionality. There- hg
; fore, only one dimension, maximum still-water level, was used to measure the g:
; severity of an event. This criterion was chosen for two main reasons. First, s
it was deemed the most important; and, second, there was a large volume of o
available data. NED has established a stage-frequency curve (Figure 4) at :i
a (NED 1983) relating maximum still-water level with its frequency of occurrence i:
; the Boston NOS tide gage. This stage-frequency curve was used as the basis 55
for both event selection and the assignment of probability to simulated ~
f events. ;;
é 18. Based upon previous experience (Prater, Hardy, and Butler, in prep- :i{
N aration) it was estimated that by simulating 50 events the frequency of still- f?
water level would be accurately represented throughout the study area. R
. -
] ol
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’ Figure 4. NED stage-frequency curve for Boston ;5
. ’P-
X still-water level would be accurately represented throughout the study area. {}
’
However, the extra variables involved in simulating waves and wave overtopping fi»
volumes would cause added uncertainty in the final frequency curves at s
. .~
. Roughans Point. Therefore, it was decided to simulate 150 events in order b3
X to increase the confidence that the frequency curves based upon overtopping :%
(S
calculations were accurate. The 150 events were selected and simulated, and .
4 then frequencies were calculated in three separate sets, each containing 50 3
. events. This was done to establish a measure of confidence in the selection ;&
; procedure. This confidence calculation will be explained in Part VI. if
19. The selection process involved four steps. First, the stage incre- bﬁ
ments, for which simulations were to be performed, were chosen. As previously “
mentioned, the highest still-water level on record for the Boston area is :ﬁ
¥ 10.3 ft NGVD, which occurred during the February 1978 northeaster. As pre- :%
!
dicted by the NED curve, the 500-year level is 11.2 ft NGVD, and the annual » Y}
‘ level is 7.9 ft NGVD. Events were selected to duplicate the NED stage- -~
.
X frequency curve below the 500-year level at the Boston gage. Therefore, given st
~
the small range in elevation and choosing three sets of 50 events, selections :’~
; !
were made every 0.1 ft from 7.9 to 10.4 ft and every 0.2 ft from 10.4 to o
’ 11.2 ft. Next, the number of events to be selected at each stage increment "
] .. (
: o)
] ...';
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was decided. The results of these first two processes are shown in Table 2.
Examining Table 2, it can be seen that more events were selected for the lower
range of water levels (=8 ft NGVD) than were selected for the higher water
levels (above 10.5 ft NGVD). This waswdone for two reasons. First, the prob-
ability mass representing the lower part of the NED curve will be much larger
than the probability mass representing the higher portion of the curve. This
is caused by the logarithmic nature of the frequency of water levels.
Experience has shown that frequency curves are more easily constructed when
the probability masses assigned to simulated events vary as little as possi-
ble. For example, the probability mass per year associated with a 0.1-ft in-
crement located at 8.0 ft on the NED curve is 0.14; whereas, the probability
mass per year for a 0.2-ft increment at 11.2 ft is 0.00035. Therefore, more
events were selected at the lower return periods to divide this large prob-
ability mass into smaller segments. Secondly, especially when considering
overtopping, events formed from many more combinations are possible at the
lower stages (large surge plus low tide plus medium waves, small surge plus
medium tide plus large waves, etc). At the higher stages fewer combinations
are possible (large surge plus large tide plus large waves). Consequently,
the higher end of the curve can be represented by fewer events than can the
lower end.

20. Choosing the stage increment sizes and the number of events
selected for simulation from each increment is a subjective decision. This
decision is based on the range of stages to be represented, the largest
differences in probability tolerable for accurate curve generation, and the
financial constraints on the number of events that can be simulated. Unfor-
tunately, the only sure way to determine if the decisions are correct is to
view the results. Therefore selections are made, and the goodness of these
decisions is reflected in the error bands presented in Part VIII.

21, The third part of the selection process is the actual selection of
events. The 13,500 possible events, created by combining the storm surge with
tide, were ranked by the maximum water level that occurred during the surge
plus tide time-history. At each of the stage increments shown in Table 2,
events were randomly selected from the portion of the 13,500 events with max-
:mum water level equal to that height increment. This was done independently
for each of the three sets of 50 events. Although these maximum water levels

are for the Boston NOS tide gage, events selected for simulation in the study

17




U A N

e ©3 Db JHEL NI . -

Center of Center of
Height Increment Number Height Increment Number

ft, NGVD Selected ft, NGVD Selected
7.9 5 9.4 1
8.0 4 9.5 1
8.1 L 9.6 1
8.2 3 9.7 1
8.3 3 9.8 1
8.4 3 9.9 1
8.5 2 10.0 1
8.6 2 10.1 1
8.7 2 10.2 1
8.8 2 10.3 1
8.9 1 10.4 1
9.0 1 10.6 1
9.1 1 10.8 1
9.2 1 11.0 1
9.3 1 11.2 1

NOTE: These are the numbers of events selected for each set of 50 events.
Total events selected at each height increment would be three times
the numbers found in this table.

area were chosen from this ranked set. This method of transferring these

surge plus tide time-histories to the study area was determined during cali-

bration of the storm surge model (see Part III).

22. Figure 5 shows the fourth and final part of the selection process,

the assignment of probability to the selected events. The probability p ,

represented by each stage increment, is calculated by taking the difference of

the exceedance probabilities P of the end points of the increment. If more
than one event was selected to represent that stage increment, then the prob-
ability assigned to that increment is divided equally among the chosen

events. Table 3 contains the maximum water levels (predicted at the Boston

gage) and the probabilities assigned to the three sets of selected events.

The column in Table 3 labeled "Storm" refers to the numbering of the storms in

Table 1. Note that since the selection process is random, not all the storms

are represented in each of the three sets of 50 events (denoted as A, B, and C

in Table 3), and the number of times a storm is chosen varies from set to set.

In conclusion, the essence of the selection process is to choose events for

simulation so that the stage-frequency curve, for a known location is

18
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Figure 5. Assigning probabilities to events
selected for simulation

' duplicated by a limited number of events. When these events are simulated,

the probability masses assigned to the events are used to construct stage-

frequency curves throughout the modeled area.
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Table 3
Events Selected for Modeling

Set A Set B Set C
Max. Level Max. Level Max. Level
Storm ft, NGVD Prob. ft, NGVD Prob. ft, NGVD Prob.
1 8.3 0.0223 9.9 0.0031 9.3 0.0115
10.0 0.00375 10.3 0.0018 9.5 0.0093
10.3 0.0018 10.6 0.0021 10.9 0.00115
10.4 0.0022 10.7 0.0016 -- --

.0350 -- -- 8.1 0.0250
.0223 -- -- -- --

n
o

w O
[oNe)

3 7.9 0.0420 8.1 0.0250 8.3 0.0223
8.7 0.0160 9.6 0.0082 8.4 0.0183
9.8 0.0045 10.1 0.0025 8.7 0.0160
10.1 0.0025 -- - - -
4 8.2 0.0293 -- -- 7.9 0.0420
5 8.4 0.0183 7.9 0.0420 8.1 0.0250
6 9.4 0.0090 8.1 0.0250 8.0 0.0350
- -- 8.6 0.0190 8.6 0.0190
-- - - - 9.8 0.0045
T 8.8 0.0145 7.9 0.0420 8.2 0.0293
9.3 0.0115 -- -- 8.3 0.0223
- -- -- -- 9.7 0.0045
8 - - - -- 8.1 0.0250
-- -- -- -- 8.5 0.0250
-- -- - -- 8.5 0.0250
9 8.1 0.0250 8.2 0.0293 9.6 0.0082
8.9 0.0220 - - -- -
10 7.9 0.0420 8.1 0.0250 8.0 0.0350
9.2 0.0135 8.4 0.0183 - -
11 8.4 0.0183 8.8 0.0145 -- --
8.8 0.0145 -- -- -- --
12 8.0 0.0350 7.9 0.0420 -- -
8.7 0.0160 8.8 0.0145 -- -
13 8.2 0.0293 9.5 0.0093 8.1 0.0250
10.2 0.0026 - -- -- --

(Continued)
(Sheet 1 of 3)




Table 3 (Continued)

Set A Set B Set C
Max. Level Max. Level Max. Level

Storm ft, NGVD Prob. ft, NGVD Prob. ft, NGVD Prob.
14 8.6 0.0190 7.9 0.0420 8.4 0.0183
8.6 0.0190 -- -- 8.6 0.0190

15 8.0 0.0350 8.1 0.0250 - --
10.7 0.0016 9.3 0.0115 -- --

-- -- 9.7 0.0045 -- --

16 7.9 0.0420 -- -- -- --
8.1 0.0250 -- - - --

19 8.3 0.0223 8.2 0.0293 7.9 .0420
9.9 0.0031 8.7 0.0160 8.2 0.0293
-- -- 8.9 0.0220 -- --
20 -- -- 8.2 0.0293 1 0.0025
- -- 9.1 0.0165 0.0021
21 8.0 0.0350 8.0 0.0350 -- ~--
8.1 0.0250 8.0 0.0350 -- ~--
8.5 0.0250 8.7 0.0160 -- --
22 7.9 0.0420 8.6 0.0190 7.9 0.0420
7.9 0.0420 9.0 0.0190 7.9 0.0420
- -- -- -- 8.8 0.0145
- -- -- -- 9.2 0.0135
23 -- -- 8.3 0.0223 9.4 0.0090
-- -- 8.3 0.0223 -- --

24 -- -- -- -- 8.2 0.0293
-- -- -- -- 8.7 0.0160

25 8.2 0.0293 7.9 0.0420 8.3 0.0223
8.5 0.0250 10.2 0.0026 10.2 0.0026
9.0 0.0190 10.4 0.0022 10.3 0.0018
9.1 0.0165 10.9 0.00115 10.4 0.0022
9.5 0.0093 -- -- -- --

9.1 0.0165
.0183 -- -

26 - -- 8.0
-- -- 8.4

(Continued)
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Table 3 (Concluded)

- ¥
.,

h

: Set A Set B Set C
Max. Level Max. Level Max. Level

b Storm ft, NGVD Prob. £t, NGVD Prob. ft, NGVD Prob.
t: 27 8.1 0.0250 8.0 0.0350 7.9 0.0420
w 8.4 0.0183 8.5 0.0250 8.0 0.0350
o 9.7 0.0045 9.8 0.0045 9.9 0.0031
" - - - - 10.0 0.00275
t;i 28 9.6 0.0082 8.3 0.0223 8.4 0.0183
S 10.5 0.0021 8.4 0.0250 10.7 0.0016
N 11.0 0.00035 9.2 0.0135 1.1 0.00035
n 1.1 0.00035 9.4 0.0090 - --
-~ - - 10.0 0.00375 -- --
' -- -- 1.1 0.00035 - --
-

(Sheet 3 of 3)
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PART III: STORM SURGE PLUS TIDE SIMULATION

23. The WES Implicit Flooding Model (WIFM) was used as the hydrodynamic
storm surge model. A detailed description will not be given in this report.
The numerical and hydrodynamic features of WIFM are discussed in Butler (1978)
and the application of WIFM to coastal studies is demonstrated in numerous
reports (including Butler 1983). WIFM solves the vertically integrated, time-
dependent, shallow-water wave equations of fluid motion using an alternating
direction, implicit, finite-difference algorithm. The model allows subgrid
barriers which can be non-overtoppable, overtoppable, or submerged. An impor-
tant feature of WIFM is the capability for using an exponentially stretched
numerical grid which permits a concentration of grid resolution in areas of
interest. Also included in the code is the capability to flood or dry indivi-

dual cells during a simulation.

Grid Development

24. In order to model storm surge, it is usually necessary to extend
the computational grid past the edge of the continental shelf and into deep
water. Since it also is desirable to have small cell sizes in areas of
interest, a very large number of grid cells may be necessary to model a study
area using one grid. Consequently, in locations with a wide continental
shelf, as in the present study, a two-grid system is usually developed. A
global grid with coarse resolution extends throughout the study area and out
past the edge of the continental shelf. A nearshore grid which extends only
over the immediate study area but with much finer resolution is also devel-
oped. A surge plus tide event is first simulated on the global grid. Then,
using boundary conditions saved during the global run, the event is simulated
on the nearshore grid.

25. The present study does not use this two-grid system. Because of
the project's proximity to the NOS tidal gage in Boston Harbor, a method was
devised to use the Boston tide gage in place of a global grid. Use of the
single grid resulted in considerable savings avoiding both simulation on an
outer grid and stage-frequency curve generation at a connection point between
two grids. This process involved setting up a single grid (Figure 6) and then

calibrating the model to produce correct water levels throughout the study

23
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Figure 6. Numerical grid for storm surge model

area using altered Boston water levels to drive the boundary. The procedure
used to alter the Boston water levels to produce the desired results is

described in the section on model calibration.

26. The final grid configuration has 2,025 cells arranged in 45 rows

and 45 columns. The cells with the finest resolution are 500 ft square and
cover most of the areas of interest: Roughans Point, Point of Pines, the
Saugus-Pines Inlet, and the initial reaches of both rivers. The cells with
the coarsest resolution, located near the boundary, are approximately 1,500
by 700 ft. The grid is orientated to match the predominant direction of the
river system, since the initial reaches of the rivers form nearly 90-deg
angles.

Wind Forcing

27. Wind speed and direction are required inputs to WIFM for the model-
ing of storm surge. For this study a spatially constant but temporally vary-
ing wind forcing was used. The wind data were supplied by NED using raw data

from Logan International Airport and a wind data analysis computer program

24
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¥ developed by NED. The wind data were 1-min averages of both wind speed and r
Q
o direction reported hourly and corrected to a 33-ft elevation. The hourly wind o

data were interpolated to 60-sec time-steps and applied without spatial vari-
ation to the entire study area. Two factors allowed this simplified treatment

% of wind forcing. First, the small geographic area of the modeled area was E’
g close to the source of the wind data. Second, the use of Boston tide gage 5
" data for boundary conditions already included the effect of the wind over the ﬁg
\ continental shelf, so the local winds were needed only to locally redistribute :
N the surge. For the 28 northeasters chosen for this study, the average maximum =
€ hourly wind speed was 33 knots and varied from 25 knots to U8 knots. The wind iif
} directions for these maximum winds varied from 0 to 292 deg (all but three 3
- were between 0 and 90 deg) The average direction of the maximum hourly values -
‘ was 73 deg. Wind directions are referenced clockwise from North. &‘
0%
: Data Collection ?5
. .
) 28. During the summer of 1984, NED supervised the placement and opera- Q‘
. tion of five tide gages in the study area. Figure 7 shows the location of k.
ﬁ these gages. Two of the gages, Simpson's Pier and Bay Marine Lobster, were 3
located outside the river system at Roughans Point and in Lynn Harbor, respec- =
‘2 tively. The other three gages (Fox Hill Drawbridge, Broad Sound Tuna, and :i,
. Atlantic Lobster) are located in the Saugus-Pines River system. All of these -]
) gages were in operation from June to October 1984. No other data collection ;2
I~ efforts were commissioned solely for numerical modeling. Bathymetric and ele- }{
E vation data for Revere Beach and throughout most of the river system were ob- Ei
N tained from previous surveys conducted for beach and channel improvement proj- 2?
. ects and for highway projects. Excellent data were generally available for E;’
the area east of the Salem Turnpike and for the area immediately adjacent to "
{ the abandoned highway embankment. Bathymetric data for Lynn Harbor and Broad ;i
\ Sound were obtained from NOS nautical charts. ?t
:! \
" Model Calibration =
N
. 29. Since all five study area gages were not operational during any ?d
) storm and the two gages left in operation during the winter of 1985 did not EE
r experience any significant storm induced high water, the model could not be X
y ::'.
! 25 o
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Figure 7. Location of study area tide gages

calibrated or verified to a surge plus tide event. Consequently, two periods
during the summer of 1985, one at spring tide and the other at neap tide, were
chosen for calibration and verification of the model.

30. A 29-hour period from 0800 29 July to 1300 30 July 1984 was chosen
for calibration. During this period data were available from all five study
area tide gages, and both the highest tide and the largest range of the month
occurred (6.7 and 13.0 ft NGVD, respectively, at Boston). Data from each gage
are plotted against data from the NOS gage at Boston (Figures 8-12). The gage
at Simpson's Pier went dry at -4.2 ft NGVD resulting in the horizontal lines
at low tide in Figure 8. Several facts can be immediately seen from these
figures. The range, phase, and MSL of the study area gages are very close to
those of the Boston gage. The water levels at high tide are all within
several tenths of a foot, and the phases at high tide are all within several
minutes. It is interesting that Broad Sound Tuna, a river gage, has the
highest tides resulting from a small upward shift in MSL. The largest dif-
ferences occur at low water where the river gages show a distinctly higher and
later low tide, relative to Boston. During the calibration process, adjust-

ments were made in the following icems so that the numerical results would
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. closely match the tide gage data for the 29-hour period specified above.

These adjustments are explained below.

iard

a. Cross-sectional areas and frictional characteristics of both
channels and the bridge openings were adjusted. The minimum
cell size of 500 ft was much larger than the channel width at
many of the constrictions. A smaller cell size would have
greatly increased modeling costs; therefore, using the 500-ft
cell size necessitated that the flow be adjusted through these
oversized areas by alterations in depth and friction. It would

N have been convenient if the depth could have been adjusted on

; the oversized cells so that cross-sectional areas would match

3 between model and prototype. However, due to the large tidal

range in the study area, matching cross-sectional areas would

have caused the channels to dry up well above low water.

Consequently, it was necessary to make these cells deeper than

the area represented in the prototype would justify. Higher

water levels would cause excessive flow through these oversized
channels. A compromise depth was selected so that the channel
would remain flowing at low water levels. At low water the
opposite problem would occur. Since the depth of the channels
in the study area is much greater than the compromise depth
used in the model cells, the flow restriction is higher in the
model than in the prototype. This causes a reduction in flow
in the model at low water. Therefore, in addition to the
compromise depth, frictional characteristics were made depend-
ent upon depth to produce smaller Manning's n values at low

ald a0,
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water and greater n values at higher water. With these
adjustments, the model was able to duplicate the calibration
data in the Saugus-Pines river system.

[[o3

Storage in both channel and ponds in upper reaches of both
rivers was adjusted in order to match elevations, particularly
those measured at Atlantic Lobster and Broad Sound Tuna. Very
little bathymetric data and no tidal data were available for
these areas. Therefore, storage was at first estimated from
USGS topographic maps and then changed during the calibration
process. The final storage areas selected remained reasonable
based upon the available data.

[e]

As was mentioned previously, data from the Boston gage were
adapted for use as boundary conditions for the model. Since
the tide in the study area conforms so closely with that
measured at Boston, only minor alterations to the Boston tide
were necessary. The calibration process found that Boston data
should be multiplied by 0.984 and shifted forward in time by

5 min before being used as boundary values.

31. The results of the calibration process are depicted in Figures 13-
17. These figures show excellent agreement between numerical and measured

water levels during a period of large tidal range.

Model Verification

32. A 32-hour period from 1000 15 August to 1800 16 August 1984 was
chosen to verify the hydrodynamic model. This time period was chosen because
good data were available from the five study area tide gages as well as from
the NOS gage at Boston. Also, since the calibration was preformed for a
spring tide, a neap tide with a lower high tide and a small range (4.8 and 8.2
ft NGVD, respectively) was chosen to verify the model. The results for the
five study area gages are shown in Figures 18-22. These results show ex-
cellent agreement between numerical and measured water levels for all five

locations.

Simulation of Event Ensemble by the Hydrodynamic Model

33. The 150 selected events were simulated on a CYBER 205 computer in
three sets of 50 by the calibrated and verified storm surge model. The simu-
lations of the individual events varied from 13 to 75 hours prototype time de-
pending upon the number of high tides that needed to be modeled. For each of

the 150 surge plus tide time-histories, all highs with still-iater levels
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greater than 7.0 ft NGVD were included in the simulation A constant time-
step of 60 sec was used for all events. Two computer files, saving informa-
tion at each of the numerical gage locations shown in Figure 23, were the
main result of each simulation. The first file was a time-history of water
levels at 15-min increments. This file was used both to plot the water level
time-histories at each numerical gage and to provide information to the com-
puter codes which calculated wave overtopping rates and interior volumes at
Roughans Point. The second file listed the maximum elevation experienced at
each of the numerical gages during each event. This file was used to con-
struct the stage-frequency curves for the still-water locations. Both of

these computer files were given to NED on magnetic tape.
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PART IV: WAVE MODELING

34. For each event (surge plus tide), the wave climate in a 25.9-
square mile area of Broad Sound was simulated for each hour when the still-
water level was above 7.0 ft NGVD. The area considered is shown in Fig-
ure 24. Depths, at mean low water, range from O ft at the beaches to
approximately 82 ft along the eastern boundary of the grid. The shallow
depths in the area required the use of a shallow-water wave model.

35. A steady-state, shallow-water, directional-spectral wave model
(ESCUBED) was used to perform the simulations. The required simulations
actually called for the use of a time-dependent model, but the cost of using
such a model was prohibitive. In lieu of a truly transient simulation,
ESCUBED was run once for each hour of each event, and the resulting wave
climate was taken to be representative of the conditions existing for the
entire hour.

36. For each run of ESCUBED it was necessary to specify a directional
spectrum at points along the eastern boundary of the grid shown in Figure 2U4.
To do this, wave train characteristics (e.g. significant wave heights and
peak spectral wave periods) were used to define the TMA spectral shape (Hughes
1984), and the resulting one-dimensional spectrum was then distributed direct-
ionally. The wave train characteristies represented both sea and swell and
were derived using the methods and data of WIS.

37. A total of 848 hr of simulation was made. Resulting wave heights
in the lee of Nahant peninsula indicated that local wave generation in this
area was inadequately simulated by ESCUBED. Hence, an additional analysis was
required when winds were from the northeast.

38. Shallow-water wave growth equations were used to estimate locally
generated wave heights and periods off the north seawall at Roughans Point as
well as at Point of Pines and in Lynn Harbor., The total wave climate in these
regions was then assumed to be a combination of these locally generated waves
and the ESCUBED results.

39. It is important to note that no wave data from Broad Sound were
available. Hence, it was not possible to calibrate ESCUBED or to verify its
results. ¢

40. The following sections discuss the WIS methods and data, the
ESCUBED wave model, and the analysis of local wave generation in the lee of

Nahant Peninsula.
38
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WIS Methods and Data

41. In late 1976 a study to produce a wave climate for US coastal
waters was initiated at WES. This ongoing study, WIS, consists of three
phases. Phase I (Corson et al. 1981) and Phase II (Corson et al. 1982) wave
characteristics were generated by a numerical model which simultaneously
propagated and transformed the waves over a discrete grid representing seg-
ments of the Atlantic Ocean. Phase I acted in the deep ocean. Phase II acted
over the continental shelf where, for the purpose of classifying waves, depths
may be either intermediate or deep. Phase III draws upon the Phase II data to
provide nearshore wave characteristics in depths as shallow as 30 ft. For all
three phases, data are available at selected points referred to as stations.

42. WIS methods and data were to be used to establish the boundary con-
ditions for ESCUBED. Theoretically, the ESCUBED grid could have been extended
seaward as far as the nearest Phase II station (Phase Il stations are approxi-
mately 34 miles offshore and 34 miles apart), and the data available at this
station could then have been used in the boundary conditions. The costs of
computing over such a large grid would have been prohibitive. The Phase III
methodology provided an inexpensive bridge between the Phase II station and
the much smaller grid actually used.

Phase III Methodology

43, The reader is referred to Jensen (1983) for a complete description
of the Phase III methodology. A summary is given here. The Phase II results
comprise directional spectra. The Phase III methodology first takes these
spectra and separates them into two wave trains, swell and sea. The two are
assumed to behave independently. The swell is characterized by the height
H , frequency f , and propagation direction 6 of a unidirectional, mono-
chromatic wave. The energy of the sea will be distributed in frequency-
direction space. A one-dimensional spectrum E1(f) can be defined in terms
of the directional or two-dimensional spectrum EZ(F,O) which is expressed as

2n
E\(f) = J E,(£,0) de (1)
0
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4Y4. The Phase III methodology assumes that, at the Phase II station,
E (f) can be represented parametrically using only two parameters: the
energy based significant wave height Hmo and the frequency of the spec-
tral peak f, . This one-dimensional spectrum is then given a directional
distribution using the following equation:

EZ(f’e) = E1(f) g; cosu (8 - em) (2)

Here, em is the central angle of the spectrum. Ez(f,e) is discretized so
that each component can be propagated from the Phase II station to the
Phase III station in accordance with linear wave theory.

45, The Phase III methodology assumes straight and parallel bottom
contours so that refraction and shoaling of swell and of the discrete ele-
ments of E2(f,e) may be determined analytically. The sea is further trans-
formed by wave-wave interactions. Depth-controlled criteria limit both H
and Hmo . Sheltering by capes or peninsulas is included in the Phase III
methodology.

46. Refraction, shoaling, and depth limitation acting on the swell
transform H, f , and 6 at the Phase II station into new values in shallow
water at the Phase III station. If the Phase III station were sheltered from
the swell, then H 1is zero. Refraction, shoaling, wave-wave interactions,
and sheltering acting on individual components of the sea result in a new
spectrum for sea at the Phase III station. Hmo , fm , and em are extracted
from this spectrum.

47. The final Phase III result comprises six wave characteristics: H
f , and 6 of the swell and H; , f, , and em of the sea. The wave
climate at the Phase III station is taken to be completely defined by these
six parameters.

Use of Phase III Methodology for Broad Sound Wave Climate Simulations

48, WIS Phase II, sta 13, directional spectra were used as deepwater
input. This station is located at latitude 42° 32.5' N and longitude 70° 14'
W. The Phase III station was positioned at latitude 42° 23.5' N and longitude

41




70° 53.5' W (Figure 24). This puts the Phase III station approximately 4.6 mi
due east of Roughans Point in 75 ft or water. Cape Ann, to the northeast, and
Cape Cod, to the southeast, provided some shelter for the Phase III station.
The sheltering was such that only those waves approaching from between N4O° E
and S60° E could reach the Phase IIIl station.

49. Phase III results were produced at 3-hour intervals. Linear
interpolation was used to calculate H, f , 8, Hm R fm , and em for

0
every hour.

Wave Climate Simulations for Broad Sound

Summary of ESCUBED
50. The reader is referred to Hubertz (1985) for a detailed discussion

of ESCUBED. Relevant aspects of the model are presented here.

51. Essentially, ESCUBED propagates components of discrete directional
spectra over a user specified bathymetry. Calculations proceed to propagate
individual components of these spectra across a rectangular, uniformly spaced
finite difference grid.

52. The grid used for the wave climate simulations at Broad Sound is
shown in Figure 24. The grid spacing in both the x and y directions is 656 ft
(200 m). At each grid point, the energy of the individual components of a
spectrum is limited by the finite depth water equilibrium range proposed by
Kitaigorodskii, Krasitskii,and Zaslavakii (1975). The range, which applies
for frequencies greater than the peak, is a function of depth and frequency.
This limitation could be thought of as an energy sink where the energy loss is
through turbulent and viscous processes associated with white capping and
large scale breaking.

Determination of a spectrum
for the ESCUBED boundary condition

53. The Phase III wave characteristics for sea, H; , and f were

used to generate a TMA spectrum Eqy,(f,h) (Hughes 19814).0 The TMA spectrum
is representative of fully developed wind seas in finite depth water.

54. The TMA spectrum was evaluated using the depth at the Phase III
station, i.e. h = 75 ft . Let Eqya(f,75 ft) = Eqya(f) . The one-
dimensional spectrum ETMA(f) was distributed directionally using a

cosu (8 - em) spreading. No energy was allowed to have a direction outside
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the WIS Phase III sheltering angles. The total energy of the one-dimensional

and directional spectra must be equal. This requirement is expressed as

S Epatfar = S [ E__ (f,6) do df (3)

where Esea(f,e) is the directional spectrum of the sea along the eastern
boundary of the ESCUBED grid.

55. Assuming the relationship shown in Equation 4, Equation 5 can be
derived from Equation 3. The « in Equation 5 is a constant which is
determined by Equation 6. The limits of integration in Equation 6 match the
Phase II sheltering angles since the energy density outside these angles is

zero, as indicated below.

By (£ = cos? (o - 0 ) Epy(£) (%)
™ 2n y o
6[ Epya(f) df = of < cos' (8 - ) de Of Eqya(f) oF (5)
-1
(5/18) =
K = cos (8 - em) de (6)
(<1/6)n

The continuous spectrum, Esea(f,e) is discretized using a frequency incre-
ment Af = 0.01 Hz and a direction increment 46 = 20 deg . Let
sea(f‘ 0. ) be this discrete spectrum.
56. The final step in determining a directional spectrum representing
both sea and swell for the boundary condition at the eastern side of the grid
is to add the swell to E (fi’ei) . The swell can also be represented by a

discrete spectrum, (f ei) . If the energy of the swell is uniformly

swell
distributed over one frequency -direction band of the spectrum, then a discrete

directional spectrum E (f.,0.) can be written as follows:
swell "i'71i

43

AR T I N - »
cata A Il TR AT
s 'Li; A

=
Tty

l. 1.

" v

(AN
a1 8y

[4




0 otherwise

Finally, the discrete directional spectrum used as a boundary condition for

ESCUBED is the sum of E (fi,ei) and E l(fi’ei)

sea swel

ESCUBED Results

57. ESCUBED output contains the following information from the wave

climate simulations:
a. Hy, , f,, and em representing the energy based significant

o)
wave height, the frequency of the spectral peak, and the di-
rection of the spectral peak at each grid point, respectively.

1o

Directional and one-dimensional spectra at selected points in
the vicinity of Roughans Point and at points 1.24 miles due
east of Roughans Point.

Model results in the lee of Nahant Peninsula indicated that, in this area,
ESCUBED inadequately simulated the local wave generation by wind. 4lthough
ESCUBED allowed wind energy to be added to the energy of existing waves,
ESCUBED did not allow initial growth of waves in the areas sheltered from the
WIS input on the boundary. Since these locally generated waves are especially
important for waves at the north wall of Roughans Point and for locations
along the shore of Broad Sound from Point of Pines into Lynn Harbor, further

analysis was required.

Locally Generated Waves in the Lee of Nahant Peninsula

58. The equations for shallow-water wave growth for fetch-limited
waves, presented in the Shore Protection Manual (SPM 1984, p. 3-55), were used

to obtain an improved determination of the waves attacking the north wall at
Roughans Point, at Point of Pines, and at locations in Lynn Harbor.

59. The depth and fetch vary across Broad Sound. At each point where
the locally generated analysis was required (see Figure 25 for locations

marked A-E), the area was divided into sectors as shown in Figure 26 for the

4y
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7 'ty

N .
N Roughans Point north wall. A representative fetch and depth were assigned to
y each sector. For each hour of simulation the appropriate fetch and depth were ;
N chosen according to the wind direction. Wave propagation direction was as- Ial
. sumed to be the same as wind direction. The sectors, fetch lengths, and :
\: depths for the five locations are listed in Table 4. Note that the depth at .-.
N mean low water (MLW) is listed, but the depth used for the calculations varies s
4
Wwith surge and tide. The most important distinction between the ESCUBED and P
N locally generated waves at the Roughans Point north wall is that the ESCUBED "-
- N
~ .
o Table 4 <
= Sectors, Fetch Length, and Depths Used for Local Wave Generation Z
o Sector Fetch Length Depth ~-
N Location Deg Azimuth ft ft, MLW - s
N A 0 25 3,750 2.5 o
) 25 52 5,200 8.0 P
52 73 5250 12.0 Lo
& B 0 34 2,700 7.0 NS
1 34 75 6,800 1.0 N
1 65 100 5,600 1.0 '«
3 100 17 6,100 1.0 pe
117 144 8,000 1.0 '
144 185 29,600 5.0 =3
: 185 216 15,000 1.0 o
) C 51 119 5,300 1.0 =3
5 119 131 6,300 1.0 Aol
: 131 153 8,400 1.0 oS
. 153 186 32,000 1.0 =
< 186 231 2,700 7.0
- D 51 133 4,300 1.0 o
4 133 145 5,400 1.0 e
o 145 161 9,700 1.0 o,
i 161 187 32,800 5.0
.- 187 205 20,500 5.0 -Z::_
. 205 231 3,700 7.0 o
’ E 51 95 3,000 20.0 =
- 95 123 3,100 1.0 -
% 123 153 3,600 1.0 2
, 153 167 9,800 1.0 o
! 167 188 33,600 5.0 e
: 188 213 21,300 5.0 -
213 231 4,900 7.0 s
’\
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Figure 26. Three sectors used for determining locally generated
waves at Roughans Point North Wall
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waves attack the wall at oblique angles, whereas the locally generated waves E;‘
have a more perpendicular angle of attack. For the Lynn Harbor locations Zf
the ESCUBED results are essentially negligible, and therefore, the locally ;:
generated waves dominate for these locations. ~
60. Table 5 is a summary of the wave heights, periods, and directions S:
from the ESCUBED modeling for several locations from Roughans Point up along ;
Revere Beach to Point of Pines. These locations are marked 1-9 in Figure 25. ol
Table 6 is a summary of the locally generated waves. These areas are marked N
A-E in Figure 25. These two tables are provided to demonstrate the range of '5'
wave parameters generated by the models. Waves were modeled only during i;l
periods of possible overtopping at Roughans Point (water levels above 7.0 ft B
NGVD) during northeaster conditions. The average values shown do not take .
. into account the varying probabilities of the surge-tide-wave events. fﬁt
% 3
Table 5 .
Summary of ESCUBED Wave Parameter Results :
: Direction,deg :;;
9 Height, ft Period, sec True N =ad
Location* Min. Avg. Max. Min Avg. Max. Min. Avg. Max. -
1 0.5 5.9 9.6 1.9 9.3 1.3 30 92 97 :
- 2 0.2 1.9 3.4 1.7 7.9 14.3 # e *x
3 0.4 5.4 9.5 1.9 89 1.3 31 91 103 i
y 0.2 3.9 8.7 1.7 9.1 14.3 34 109 1M1 -
5 5 0.2 5.1 9.6 2.0 9.1 1.3 100 114 149 =
6 0.2 4.5 9.1 2.0 9.1 143 100 122 149 =
g 7 0.2 3.4 80 20 9.1 143 100 130 149 R
8 0.2 1.8 4.3 2.0 9.1 14.3 100 145 149 R
9 0.2 0.2 0.3 1.9 3.8 4.3 100 W1 150 ]
* Refer to Figure 25 for locations. ;:
**  Yave height for the north wall was calculated from the two direction bands N
(70 and 50 deg) which were the closest to normal to the north wall. No di- =
4 rection was calculated for these waves. ¥
A :
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. Table 6

Summary of Locally Generated Wave Results

Direction,deg

. Height, ft Period, sec True N
3 Location* Min. Avg. Max. Min. Avg. Max. Min. Avg. Max.
- A 0.3 1.8 3.7 1.2 2.3 3.3 0.0 31.4 67.5
: B 0.1 1.1 2.4 0.6 1.6 2.9 0.0 41.0 202.5
._ c 0.4 1.3 2.4 1.2 1.9 3.0 67.5 843 225.0
- D 0.3 1.2 2.4 1.1 1.8 3.0 67.5 84.6 225.0

E 0.3 1.0 2.4 1.0 1.6 3.0 67.5 84.3 225.0
0
¢ ) ¥ Refer to Figure 25 for location.
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PART V: FLOOD STAGES FOR THE INTERIOR OF ROUGHANS POINT

61. Once water levels, waves, and probabilities were determined for the
simulated events, three processes remained before stage-frequency curves for
the interior of Roughans Point could be constructed. These processes were the
physical modeling of both existing and proposed Roughans Point structures,
calculation of the overtopping rates, and routing of the resulting volumes
through the Roughans Point area.

62. A two-dimensional physical model study was conducted to determine a
method to calculate the overtopping rates at Roughans Point. Figure 27 is a
map of Roughans Point showing the four northern reaches (A, B, C, and D) and
the two eastern reaches (E and F). Reach B was not included in the over-
topping analysis because its angle of orientation does not allow for direct
wave attack. Reach F was not included in the overtopping analysis since water
coming over this reach should flow toward the south away from Roughans
Point. The structure chosen for reach E will be continued for reach F, both
to provide protection for the integrity of the existing wall at reach F and to
provide a more suitable termination location for the structure. Model tests
were run for one proposed northern structure, the existing eastern structure,
and five alternative eastern structures. Analysis of the existing northern
structures (A, C, and D) was accomplished using overtopping data from a pre-
vious mode!l study. Figures 28-31 contain drawings of the existing and origi-
nally proposed structure cross sections (NED 1983). Additional physical model
tests, varying the shape of the revetment and the height of the wall, were
conducted for the alternative structures for reach E (Figure 32). Only one
proposed northern structure was tested, and it was used at all the north reach
locations during simulations of the five different reach E alternatives. The
pertinent facts for the 10 structures are included in Table 7. For complete
details of the physical modeling see Ahrens and Heimbaugh (in preparation).

63. The results of the physical modeling were coefficients ( Qy and
C1 in Table 6) for an overtopping rate equation (Equation 8). As indicated
below, Equation 8 determines overtopping rate per foot of structure length
with structure height, water level, wave height, and wave length as the

independent variables,

50

." .Y ..' .

Y "‘

« 3w
-

‘e ‘n % 'p s
)
D)

B L . v
AR




‘e ata aa A

LU RE Sy NN

200
|

)
N
o
1
S
N
()
Ok
»
Oy
5y
&
?/
<

SCALE

0 200

QGIC

" .‘:. ‘...<
- OO" g

=
R EVd
NI ) )

S 0aidy

n)
3
v 0
W
Vi

lj;/:
/
7
ZaIN
7 E

7 &

25
o
N/
/
//
8—-’
Q0

400 FT
- |

Figure 27.

Location of reaches A-F at Roughans Point

51

. o e
Y] IR
1 PRI

. 3. v v
2
Lty

»
.
- -

ooy
A

)
»




LR %t WA s - . " ‘ S ShAdla

{QADN ‘1) NOILYA3III (QAON "L3) NOILVAITI
& @

i 1

tGADN ‘13) NOILVAIII {OADN "1 3) NOILVAITI

REINFORCED CONCRETE CAP

EXISTING WALL

a) ORIGINAL PROPOSAL
a) ORIGINAL PROPOSAL

©
£
5
x
w
3

b) EXISTING
structures for reach C

Existing and originally proposed Roughans Point
structures for reach A

Existing and originally proposed Roughans Point

GRCUND SURFACE

Figure 28.
ORIGINAL
Figure 29.

N’ L
(QADN 13} NOILVA3T3 {QAIN “13) NOILVAITI {QADN 'L41 NOILVAITI (QGADN "14) NOILVA3T3I

% % .- [N
14 g \Q\VN.‘ \ -.-J--D.-. v dr




4
o
{
u
) 2 4 EL170 ol ) i
§ 15 1= 11 -J 15 §
! £ ° &
) - B ” °’ A 5 —
' § : 10’ ’ "(;leTING é
o $ o T = " REVETMENT ] ° 3
I-M' 5 -~ -5 :
1
-10 1 - -10 -:"
N | 1 [l i 1 1 1 1 1 i 1 1 N4
. o
X a) ORIGINAL PROPOSAL N,
: ~
X 8" g s
- > >
- -
» o <
< S 5 b g
< = =
v T o} 7
g a FAWaS &
L) : -5 -1 -5 i':
¢ 1 1 1 1L 1 1 I 1 1 1 1
90 80 70 60 50 40 30 20 10 0 10 20 30
b) EXISTING
. Figure 30. Existing and originally proposed Roughans Point
structures for reach D
N 5~ -1
_ s v 410 5
. 2 ORIGINAL ]
. zZ s GROUND SURFACE 4s =
L £
[} [}
3 g 1 8
-, - -
a4 -5 -5 <«
- z 2
R = - -
I w .10 - -10 w
< 15 [ U S W WU | s R
- 5 - 15
- 8 10 s
o - w0
- g S - ds g
. g g
o p— -4 0 =
: g’ GROUNDLINE 5
2 sk VA VAN 45 2
- -
w w
. 10 U WU RS B | N 10
* 80 70 60 50 40 40
N b) EXISTING
Figure 31. Existing and originally proposed Roughans Point
~ structures for reach E
N
A3
-t
\
\ 53




.‘"lfh LY d

* e

NN SIS LXTISS g y

h TAS

U B
ool e T

WY

-

YN,

[
AN

PRSP

.

-

A A LALP I Y |

ELEVATION

ELEVATION

2 200’ 8.9 "
+17.6° NGVD
16 |~ -_— __+ 16
-~ 5 I+10°NGVD 1
8
-0
— -8
— -16
-24 1 1 1 ] 1 I 1 -2
100 80 60 40 20 ] 20 40
DISTANCE, FT
a. Two berms
‘28 — - 24
+17.6’' NGVD
16 P~ - 16
8 - +8’ NGVD _
—% 3 _.: — 8
1] :
0~ ': -~ 0
-8 |- § -8
-18 |~ - -16
-24 1 | | | | 1 ] 23
100 80 60 40 20 0 20 40
DISTANCE, FT
b. Wide berm, wide berm + 1-ft cap, and wide berm + 2-ft cap

Figure 32.

Additional reach E structures analyzed
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Table 7 q;
Results of Physical Modeling il
A
Revetment I
Wall Height Slope Height Q o
Test £t, NGVD ft/ft  ft, NGVD 0 1 =
North Wall (A,C,D) Ry
Existing - A 15.3 - - 3.473 -10.074 e
-C 13.7 - - 10.580 -6.776 -
-D 11.0 1.5 11.0 18.859 -9.762
Original Proposal (A,C,D) 17.0 3.0 75.189  -17.783
East Wall (E)
Existing 17.6 - - 76.554  -14.078
Original Proposal 17.6 3.0 14.0 30.539 -13.431
Two Berms 17.6 3.0% 10.0% 158.240 -25.226
- Wide Berm 17.6 3.0 8.0 439.220 -21.621
\ Wide Berm + 1-ft Cap 18.6 3.0 8.0 305.821 -23.073
. Wide Berm + 2-ft Cap 19.6 3.0 8.0 93.037 -22.154
* Two berms (10.0 and 6.0 ft) in this alternative (see Figure 32).
-
(C4F*) <4
Q= Qe | -
) I S ﬁ:x
F' = ( > 173 (8) .
LHm ) E?
o Xy
E
"oy
s

where

’-,-'-_.
38

Q = overtopping rate per foot of structure, cubic feet/sec/ft

tJ
’

Qy = coefficient determined from physical modeling, cubic feet/sec/ft
Cy = coefficient determined from physical modeling
F' = dimensionless freeboard
F = freeboard, difference between still-water level and structure
height, ft
L = wave length at structure, ft

Overtopping Rate Calculation

64. A computer code was developed to calculate overtopping rates for
both existing and alternative structures for the 150 simulated events. Inputs
to this code were time-histories of water level and wave parameters and coef-

Qutput was a time-history (15-min

ficients from the physical modeling.
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increments) of overtopping rates at each reach for each event simulated.

65. A check was made to limit the calculated overtopping rates. As-
suming that the maximum volume that can overtop a wall (when the freeboard is
reduced to zero) is the volume contained between the elevation of the top of
the wall and the surface of the wave (Weggel 1976), and assuming linear wave
theory with a sinusoidal wave profile, Equation 9 can be derived. The 0.85
factor is included to account for nonlinearity of the real wave form. The
condition where Q reached its maximum rate was not common, occurring only at

the peak of the most severe events at existing reach D are expressed as

(9)
q - 085 HL
max 2nT

66. The contribution from wind-aided overtopping was added to the rates
calculated from the physical modeling results. This contribution is calcu-
lated using Equation 10 (adapted from the SPM (1984, p. 7-44)). Equation 10
is multiplied by 0.30 to account for overprediction.* For wind speeds of
60 mph or greater, W = 2.0 ; for wind speeds equal to 30 mph, W = 0.5. When
the wind speed is zero, W = 0.0 . For all other wind speeds W 1is inter-
polated from these values. Since wave runup data were not available from the
physical modeling, Equation 11 (Ahrens and McCartney 1975) was used to esti-
mate R in Equation 10. Equation 12 shows how the correction for wind aided
overtopping is combined with the physical modeling results to produce total
overtopping Q. . Wind aided overtopping was usually less than 10 percent of
total overtopping. These equations are written as follows:

(10)
Cw = 0.3W <g + O.1> cos a cos B

where
Cw = fraction of overtopping which is wind aided
W = coefficient based upon wind speed
R = wave runup, ft
a = wind angle relative to line normal to structure, degrees

B = structure slope, degrees

* Personal communication with John Ahrens, 1985, Wave Research Branch, Wave
Dynamics Division, CERC.
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R = Hay
T 1 + by (1)

where

0.956, regression coefficient

n

0.398, regression coefficient
_ _tan 8

x-
d
Lo

water depth at structure, d

Q
"

and
Qt =Q (1 + Cw) (12)

where Qt is the total overtopping rate per foot of structure in cubic
feet per second per foot.

Flood Routing

67. Since the final desired result at Roughans Point is the frequency
of the interior water levels, another computer code was developed to route
overtopping volumes through the Roughans Point interior. This flood routing
code used output from the water level modeling and overtopping rate calcula-
tions. Output from the flood routing consisted of the maximum stage calcu-
lated for each event. These maximum levels were used for input to generate
the stage-frequency curve, for the interior of Roughans Point.

68. For this report the only source of flooding considered was from
wave overtopping. Runoff from rainfall was not considered. This will have an
effect on the resulting stage-frequency curve, especially at the lower return
periods. This contribution will be determined by NED.

69. Outflows from the interior of Roughans Point result from several
sources: storm drainage, seepage, pumping, and overflow both into the ocean
over low wall sections and into other drainage areas over elevated roadways.
Proposed improvements, in addition to providing for reduced rates >f overtop-

ping, also ineclude increased storm drainage and pumping. Figure 33 contains a
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Figure 33. Sources of outflow from the Roughans Point interior
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' map of the Roughans Point area showing locations of both existing and proposed ;?E
sources of outflow from the area. .fﬁ

70. There are two existing storm drainage outlets. The largest drain, ::f

a 42-in. diam pipe, runs to the west under Revere Beach Parkway at the -
f southwest corner of Roughans Point. The other outlet is an 18-in. diam ;:'
i flat-gated drain which discharges into the ocean at the south end of Broad ﬁ:
Sound Avenue. Two proposed improvements, both located at the existing pumping ;.;
station, are an improved pump intake and a new gravity drain (42 in. diam) F.e

into the ocean through reach E. :Z:

; 71. Especially for existing conditions, the water levels inside E:j
3 Roughans Point can reach elevations which are higher than the existing wall at ;}’
reach D (10.5 ft NGVD). Since the inside water level at these times would be -
. higher than the ocean level, water would flow out over this wall section dur- ﬁ?:
i ing peak flooding. This occurs with maximum interior water levels greater Ié,
. than approximately a 40-year return period. Also, at the western edge of the i;
Roughans Point area, there are at least two locations where, at high water ;

- levels, water would flow over and under Revere Beach Parkway and into an ad- ﬁf
3 jacent drainage area. This outflow was modeled using weir equations. ;?
) 72. The existing pumping station was built in 1975. The station has a?
three pumps with a combined capacity of 48 cfs. However, with the existing o
- intakes, the capacity is reduced to approximately 38 cfs. As was stated ;:
above, proposed improvements to the intakes for the pumping station are Cj;
planned. The pumping station was inoperative during most of the February 1978 ~ﬁ§
storm because of electric power failure. Also, if a severe storm is forecast s
the pumping station might not be operational after the evacuation of the area. ;&-

%f 73. Loss of water from the interior of Roughans Point will also occur :?f
because of infiltration into the ground and seepage through the walls back out E;f
into the ocean. The seepage rate should be highest at low tide and when the

b interior levels are near the top of wall at reach D, where the ground appears Z}ﬂ
especially porous. Ef;
74. Four basic equations (13-16) were used in the flood routing calcu- :;;

lations. Equations 13-16 and the accompanying coefficients used to calculate -
the outflows from the interior of Roughans Point during times of overtopping EZQ
were supplied by NED and were based upon their knowledge of drainage and ﬁﬁ:

\ hydrologic characteristics of the interior of Roughans Point. Drainage and -
seepage were calculated by Equation 13. Weir outflow was calculated when the by
]

Eh‘
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interior water level was higher than a boundary of the Roughans Point area.
The weir outflow calculations were accomplished with two separate equations.
When the ocean water level is below the height of a boundary, Equation 14 is
used. When the ocean level is above the boundary, Equation 15 is used.
Equation 16 was used for calculating the outflow due to pumping. Equations

13-16 are expressed as

Qut = C3(8; - SORE (13)

Qout = flow rate in cubic feet per second
C.. = coefficients (3-6)
S: = interior water level

Sy = the larger of either 4.0 ft NGVD or ocean water level

- 1.5 ;
Qout = Cu (2'7)(51 - Sw) if Si > Sw and So < Sw (14)
where
S, = height of wall section
S° = ocean water level
s s 1.5 0.385
- 1.5 o W :
Qout z C5(2.7)(Si - Sw) 1 - ;__Z_g— if Si > Sw and S0 > Sw (15)
i W
Qut = C¢ (16)

75. The coefficients which were used in the above equations are shown
in Table 8. Coefficients Cy and C5 are the length of weir section. Coef-
ficient Ce 1is the pumping rate in cubic feet per second. The increase in
C6 for the proposed condition is due to improved inlet design. Coefficient
C3 (see page and drainage) increases for the proposed condition because of
the addition of a gravity drain (see Figure 33). Note that two values are
listed for coefficients C4 and C5 . For existing conditions, reach D was

divided into two sections for this analysis, one section at a height of
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L Table 8 ;}‘
oy Coefficients Used in Outflow Equations 13-16 %:
J
' bl
Coefficient Existing Proposed
& C3 uy 94 :
3 c 250 -- o
3 ! 575 -- Y
s 575 -- ]
Ce 38 50 %
. N,
; 10.5 ft NGVD and the other section at a height of 11.5 ft NGVD (the first and o
; second numbers, respectively). The overflows at the west end of the Roughans E:
i Point area are included only in the 11.5-ft coefficient. i;
& 76. In the flood routing calculations, the path and time of travel of ;5
A the water from the time it overtopped the walls until it reached drainage o
2 points were not considered. Therefore, all water entering Roughans Point was ii
- assumed to be immediately available for drainage. The characteristics of :{
} inlets and the capacity of the system were taken into account in the coeffi- Ej
. cients of Equations 13-16. The flood routing calculations can be summarized )
; as follows. A 1-minute time-step was used. Inflow volumes from wave over- E:
. topping from all reaches were combined and then added to the volume remaining t&
. from the previous time-step. Outflows were subtracted using the methods out- :’
. lined in the previous paragraphs. For each time-step the resulting stage was 3,
: determined from a stage-volume relationship supplied by NED (Figure 34). EE\
f Finally, the maximum stage during each event was determined for use in stage- t%
> frequency generation. o
- 77. Sufficient data were available during two historical events, Feb-
v, ruary 1972 and February 1978, for a rough calibration and verification of the
; combined overtopping and flood routing process. The maximum interior flood Ei
'; level which occurred during these two events was estimated from water marks 3“
3 and eyewitness accounts. For calibration of the Roughans Point interior cal- ~
. culations, the 1978 event was simulated by the storm surge and wave models. :::
; Then the overtopping rates and maximum stage were calculated by the computer is‘
- codes described above. The first attempt predicted interior stages which were F:

in excess of those observed; therefore, refinements and adjustments, discussed

g n.' -‘ 4- -
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Figure 34. Stage volume versus volume relationship for
Roughans Point interior

in the following paragraphs, were made to match the estimated stages.

78. For existing conditions, overtopping at reach D was not allowed
during periods of weir outflow at that wall. Since there would be a contin-
uous current flowing outward in this situation, it was reasoned that any over-
topping would almost immediately be conveyed back into the ocean. Without
this reasoning, reach D would contribute enormous quantities of overtopping at
those times when Roughans Point was full to overflowing. This assumption is

consistent with the limited information available from the only historic

event, in February 1978, during which the water level inside Roughans Point

was higher than the elevation of reach D.

79. Wave heights attacking reach E were reduced by 15 percent. There
were several possible adjustments which could have been made to eliminate
overprediction of overtopping rates. Among these are (a) reducing the cal-
culated overtopping rate, (b) lowering the still-water level, and (c) reducing
the wave heights. The wave heights were selected for reduction because they
are the least certain of these possibilities (see "Estimating Error in Stage-
Frequency Curves" in Part VI).

B80. Wave heights were also lowered for the three northern reaches. At
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reach D , the height of waves which propagate from the open ocean was set to
zero. There were two justifications for this adjustment. First, due to the
orientation of the wall, there is no opportunity for these waves to attack

the wall from any but very oblique angles. Second, reach D would be partially
sheltered from waves from these oblique angles by the tip of Roughans Point
and by Simpson's Pier. At reaches A and C, waves from the open ocean were re-
uced by 50 percent. As at reach D, these waves would approach from an oblique
angle; however, refraction would turn these waves more normal to reaches A and
C than at reach D. Since the physical modeling assumed a wave direction nor-
mal to the structure, using the full wave height for these waves would result
in the overprediction of overtopping rates. The locally generated waves were
reduced by 15 percent for all three north wall sections. This can also be
justified by the fact that these waves do not always approach normal to the
wall sections.

81. The above adjustments were made to the overtopping calculation and
flood routing computer codes to match calculated values of interior stage to
those observed during the February 1978 storm. The February 1972 storm was
then simulated to verify the revised procedure. The results of these two

simulations are compared to estimates of actual flooding in Table 9.

Table 9
Comparison of Calculated to Observed Flood Stage

Calculated Observed
Storm ft, NGVD ft, NGVD
1978 11.9 11.8-12.0
1972 9.6 8.8-9.0

82. The results of this calibration and verification were judged to be
acceptable, The 0.6-ft difference between observed and calculated water
levels for the 1972 storm seems reasonable when considering that the calcula-
tions were based upon a stage-volume relationship determined from 2-ft contour

intervals.

Simulation of the Event Ensemble by the Flood Routing Model

83. Following calibration and verification of the flood routing model,
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events were simulated for the existing one and five alternative structure com-

binations. Inputs to the model were the time-histories of overtopping rates
for each of four Roughans Point reaches (A, C, D, and E). Six different com-
binations of the northern and eastern reach structures were modeled. Since
the north wall has only two structure classes, "Existing" and "Original Pro-
posal," a combination of northern and eastern structures was given the name
of the eastern structure. The "Existing" combination is self-explanatory.
The "Original Proposal" combination is made up of the northern and eastern
structures proposed before the beginning of modeling (see Figures 28-31 and
NED 1983). The other four alternatives, "Wide Berm," "Two Berms," "Wide Berm
+ 1-ft Cap," and "Wide Berm + 2-ft Cap,"” combined the eastern structure of the
same name (see Figure 32) with the northern "Original Proposal" structure.
There were two output files., One file was a time-history of flood stages for
each event and structure simulated. The second file contained the maximum
stage during each event for each combination of structures simulated. This

second file was used to compute the stage-frequency curves.

North Wall Tests

84. During the course of simulating overtopping and flood routing,
there was no contribution to overtopping volumes from the "Original Proposal"
northern structure. Tests were conducted to determine the effect of lowering
the height of the protection along the whole north side of Roughans Point.
Since no additional physical model tests were to be run, a method had to be
devised to use physical model data from the proposed northern structure
(17 ft). Reconsideration of the overtopping rate equation (Equation 8), re-
veals that changing the height of the northern structure would only change one
term in that equation, namely F , the freeboard. Since the water level would
not be changed, the characteristics of the waves attacking the structure would
not be changed. Therefore, even though lower heights were not tested, esti-
mates of the overtopping for lowered structure heights could be made by re-
ducing the freeboard in Equation 8. Using the February 1978 historic event
for the initial tests, the northern structure was lowered in 1-ft increments.
For this event, overtopping did not start until the structure was lowered to
14 ft NGVD, and large volumes of overtopping did not commence until a struc-

ture height of 12 ft NGVD was tested. Using these results, the full ensemble
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s,
of 150 events was simulated for northern structure heights of 14, 13, and
The results of these tests are presented in Part VII.

12 ft.
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PART VI: STAGE-FREQUENCY CURVES

85. In this section, the method for establishing stage-frequency curves
will be described for both the still-water locations and for the interior of
Roughans Point.

86. The goal of this project was to produce stage-frequency curves for
two distinct processes. The first process involved the interaction of storm
surge and tide to produce still-water levels at coastal (and river) locations,
and the second process combined waves with the surge and tide to produce flood
levels behind seawalls due to wave overtopping. Although the simulation of
these two processes involved some different steps, development of frequency
curves for the two processes once the water levels are determined is essen-
tially the same.

B7. Probability was assigned to each of the events selected for simula-
tion, as described in Part II. By assigning the probability to the maximum
still-water level caused by the event at each numerical gage location, stage-
frequency curves can be constructed by the following method. First, an array
of possible stages at each gage location is established with a discretization
interval (0.1 ft for this project). Next, for all 150 events, the probability
masses assigned to each event are accumulated in the stage interval which
brackets the maximum water level that occurred for that event. Exceedances
can be determined for any interval by adding the probability of that interval
to the sum of the probabilities of the intervals above it. After this was
accomplished for the total set of 150 events, the process was repeated for
each of the three sets of 50 events. This produced three additional sets of
stage versus exceedance relationships which were used for confidence
calculations.

88. The range of stages modeled in the still-water level portion of
this study was just over 3 ft (from 7.9 to 11.2 ft NGVD). All of the re-
sulting 33 discretization intervals did not receive probability. Some
intervals received probabilities from several events causing in places (in the
array of stages) a series of heights where no event deposited its probability.
This occurrence results in a jagged line when the stage-frequency is plotted.

89. There is no physical reason why adjacent height intervals should
have greatly different probabilities. The jagged nature of the raw curves is

caused by trying to represent a continuous process (all possible storm events)
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with a discrete process (50 storm events). Modeling more events would result
not only in a smoother curve but also in greater expense. For example, had
500 events been modeled, it would be highly unlikely that one height interval
would receive the probabilities of several events while the three intervals
below received none. Therefore, if an economically feasible number of events
were to be modeled, the raw output of the stage-frequency generation would
require smoothing to adequately represent a continuous curve,

90. Smoothing was accomplished using linear regression of the stage-
frequency data when plotted on an appropriate probability paper. Equation 17
is a formula for the construction of Weibull probability paper. Where

W =[‘1" (xold)]c (17)

the variable x,)4 1is the inverse return period, x is the transformed

new
abscissa value, and ¢ 1is the variable to be adjusted to best represent the
data with a straight line. After numerous trials a ¢ value of 0.80 was
chosen. Figure 35 contains a plot of both the raw and regressed stage-

frequency curves for the Fox Hill Drawbridge still-water location.
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Figure 35. Example of raw and regressed stage-frequency curve
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PART VII: RESULTS AND CONCLUSIONS 2?

4

Roughans Point A

91. The stage-frequency curves for the interior flood levels in ::
Roughans Point are presented in Figures 36-U40. For these curves it was not r‘
possible to regress the total curt as was explained in Part VI. The physics +
of the problem undergoes a sudden change at higher levels where the effect of :?
weir outflow limits the capacity of the interior of Roughans Point. Also the ii'
extreme lower portion of the curves does not conform to the straight line I
tendency of the middle portion. The lowest possible stage is 3.6 ft NGVD 'f"
corresponding to the lowest point inside Roughans Point. Consequently, the -
stage-frequency curves remain at 3.6 ft until the onset of overtopping. Zi;
Therefore, the linear regression was limited to the middle segment of each if
curve for the Roughans Point stage-frequency curves. Smoothing for both the if?
lower and higher segments of the curves was done by eye. A
92. As explained in paragraph 83, flood levels were calculated for six a}
different combinations of northern and eastern structures. The names of the ;f
structure combinations plotted in Figures 36-U40 refer to the names of the gi
eastern component. (For the "Existing" and "Original Proposal" structures e
(NED 1983) refer to Figures 28-31, and for the other alternatives refer to fi_
Figure 32.) Three tests lowering the height of the proposed north wall struc- éi'
ture were conducted. Since it was determined that there was a negligible =
difference between the curves with the originally proposed north wall height -:?
(17 ft NGVD) and the curves from the highest of the three additional tests Eti
(14 £t NGVD), curves resulting from the 17-ft height are not presented. i;f
Curves for the six structure combinations are shown in Figures 36-38, with the s
height of the northern structure in the three figures being 14, 13, and 12 ft, DD
respectively. Note that the 14-, 13-, and 12-ft north structure heights refer :gi.
only to the alternative structure combinations. For the "Existing" curve, l&:
shown on these graphs for comparison purposes, the northern structure is set P
at the existing height for each structure section. P
93. Using Figure 36, several features of the stage-frequency curves for ;f:
the interior flood levels at Roughans Point will be discussed. The greatest 2;!
differences among the alternatives occur at the lower return periods. Near i;‘
the 500-year return period all six curves tend to come together. As was 1;
68 NS
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.. discussed in Part V, Roughans Point has a limited volume capacity. When the .
?: amount of overtopping surpasses the capacity of the interior, the water pours ﬁ'
,k out over roadways into another drainage area. Therefore, although the various C;
: alternatives are still producing very different overtopping rates, the flood "
" levels that result are similar for the highest return periods. ¥3
y 94, Although the "Two Berms" alternative produced results very sim- {
; ilar to the "Wide Berm + 1-ft Cap" alternative, the "Two Berms" structure is -
. ta
not a recommended alternative. The physical model tests showed the "Two )
2% Berms" structure was not stable. For details see Ahrens and Heimbaugh (in DAy
'} preparation). .
K} .
; 95. The wide berm configuration proved to be effective in lowering 0
‘ overtopping at the still-water levels which accompany return periods less than ¢
T 100 years. Notice, however, that in Figure 36 the "Wide Berm" curve crosses =
A} a
o above the "Original Proposal" curve at about 150 years. The berm loses its e
{ -
2 effectiveness in reducing overtopping as the higher still-water levels sub- Lx
* -
» merge it. o
‘ 96. The effectiveness of the berm is dramatically improved by adding y
] o
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height to the wall behind it, as is seen in both the "Wide Berm + 1-ft Cap"
and the "Wide Berm + 2-ft Cap" alternatives. Studying the overtopping rate
equation (Equation 8) shows that the overtopping relationships developed from
the physical model are very sensitive to freeboard and, therefore, to struc-
ture height.

97. Recommending a height for the north wall is difficult. None of the
three heights were actually modeled by the physical model. The final struc-
ture selected must, of course, result from a detailed economic analysis. The
technique of using the 17-ft north wall physical model results to predict the
results for lower revetment heights by lowering freeboard was the best avail-
able but must lower confidence in the analysis. The choice seems to be be-
tween the 13- and 14-ft heights. The 12-ft height allows significantly great-
er overtopping to occur. Figures 39 and 40 show the effect of north wall
height on the "Wide Berm" and the "Wide Berm + 1-ft Cap", respectively. Since
the height of the existing wall sections at A and € (15.3 and 13.7 ft NGVD) is
higher than that of the 13-ft trial, the best choice would be a revetment at a
13-ft height with the wall keeping its existing height at A and C, with the
height at B being a transition between A and C, and the height at D matching
that at C.

Still-Water Locations

98. Stage-frequency curves for 14 locations within the Saugus-Pines

River system and the coastal areas bordering Broad Sound are presented in

Figures 41-54. Figure 23 shows the location of these 14 numerical gages.

Just prior to the completion of the study, additional data were collected by
NED during the highest predicted tides of September, October, November, and
December 1985 for several locations in the extreme upriver portions of the
modeling area (Figure 55). Because of increased interest in flood protection
for these areas, it was hoped that the additional data would allow adjustment
of the modeling results upstream of where calibration data were previously
available. Data were collected also at the Fox Hill Drawbridge calibration
gage location, and data for the Boston tide gage were obtained from NOS.
These data are summarized in Table 10.

99. Based on the information shown in Table 9, adjustments were made to

those numerical gage locations west of the abandoned highway embankment and
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: Table 10 E"
) Maximum Tide Elevation* Data for Upstream Areas :;j
;;‘:
Date
) Location 9-17-85 10-15-85 11-13-85 12-12-85 -,
i Boston 6.19 7.44 7.20 8.01 3
{ Fox Hill Drawbridge 6.55 7.65 7.15 8.1 (est.) E:
b Boston Ave. Bridge 6.1 7.35 6.95 7.9 4
. Town Line Brook 6.1 7.1 6.65 -- a1
- East Saugus -- - -- 6 (est.) ??
. “-.
- * All elevations are for the maximum elevation and are in feet referenced .
. to NGVD. o
:: upstream of the Fox Hill Draw Bridge. For areas west of the embankment, the :;
- curves were lowered by 0.5 ft at 1.5 years, and a straight line was drawn E?
- between this level and the original curve at 200 years. The same adjust- '
E ment was made for the areas west of the drawbridge, except the reduction at j}
; 1.5 years was 0.3 ft. The adjustments were phased out at the higher water 55
- levels because, as the water level increases, the access of floodwaters to the fi
back locations in the study area improves. The effect of storm surge is to —
. raise the sea level upon which the tide propagates. Unlike a hurrricane surge 25
%E time-history, which can be sharply peaked because of rapid changes in both ES
A speed and direction of the winds, the time-history of almost all the north- -
easter surges is very broad with any rapid fluctuations in water level Ti
:‘ confined to several tenths of a foot. At these higher water levels channel ?
" cross sections are increased, the effect of bottom friction is lessened Sf
> because of greater depths, and new paths of access are created from the ::‘
A overtopping of barriers (roadways). All these factors would tend to negate -
i losses seen in Table 9 for higher water levels. The adjustments to the above Ef
E mentioned areas are shown as the dotted lines in Figures 52-54. E@
x 100. Differences among the curves presented in Figures 41-54 are small. g;
This small difference is not surprising considering the small size of the area
E being modeled. In general, the curves are slightly higher for locations in-
X side the Saugus-Pines River system as compared to locations in Broad Sound. -
‘E The predominant wind directions during severe northeasters are from the north- .
east to north. On the inside of the inlet, these directions would tend to =
e, }:
z , ;
\ 1 « 4
: 3




push water up the Pines River away from the inlet, pumping more water into the
river system. Curves for locations upstream on the Pines River would be fur-
ther increased by the :ffect of the wind setting up the water over the shallow
marsh areas. In general there was a small north to south gradient in flood
levels with the more southern areas higher by one-half to three-fourths of a
foot during the more severe events. For the Broad Sound locations a smaller
variation of a few tenths of a foot with the higher levels at the more south-
ern locations also is explained by the direction of the winds.

101. Stage-frequency curves are not presented for the marsh areas west
of the highway embankment. Modeling the routing of the floodwaters in these
areas is beyond the scope of this study. For lower return periods observa-
tions indicate there is a head loss as the waters gc north from the Pines
River channel across the Saugus Marsh. In these areas, at lower return
periods, flow is contained in drainage ditches which are too small to model
with the present grid resolution. Also, other subgrid effects such as loca-
lized areas of high ground which could thwart the movement of floodwaters are
important but were not considered.

102. It is important to emphasize that the effects of ice and snow were
not taken into account by the storm surge modeling. It is possible and
perhaps even likely that severe northeasters would be accompanied by heavy
accumulations of snow and ice formation in the river systems. Snow banks
formed from the clearing of roadways could act to divert floodwaters and
provide some measure of protection to some areas. Ice could restrict bridge
and channel openings and, therefore, reduce the amount of water entering back
areas. Ice cover of open water would likely reduce the wind setup of the
marsh areas. Although the above mentioned effects indicated the effect of ice
and snow would be to reduce flood levels, scenarios are possible where the
opposite would be true. For example, ice could divert the flood into areas

which would not have been affected without the diversion.

Estimating Error in the Frequency Curves

103. The final products of this study are curves which depict stage
versus return period for flood levels at many locations throughout the study
area. At any one return period, say 100 years, the curve is merely an esti-

mate of the true flood level. Moreover, this estimate is only a point
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estimate which represents a random variable whicn has a probability distribu-

- -
&
Bl ty

tion. If this probability distribution can be determined, confidence intervals

could be calculated by specifying the probability that the true flood level
lies between a range of heights about the estimated value. Confidence inter-

o

vals are relatively easy to determine when dealing with a single data set, for

PO

example, confidence intervals about the mean value of a set of data. However,

EAL NSNS

the calculation of stage-frequency curves as done in this study involves mul-

tiple data sets and multiple modeling systems. Even if it were possible to

determine confidence intervals about each of the processes separately, there

«
i

would still be the problem of combining separate intervals into one interval
for the final stage-frequency curve. The total 90 percent confidence interval
would not be the sum of the 90 percent confidence intervals of all the pro-
cesses. For example, the storm surge model may overpredict, the wave model
underpredict, and the probability model assign toc low a probability. Conse-
quently, no attempt will be made to place error bounds on the final curves.
Instead, a verbal description of the types and, where possible, the magnitudes
of the various sources for error will be given. A method has been developed
to show curves for the error associated with the process of selecting a
limited number of events to be modeled from the infinite number of possible
events. Since the physical modeling was not a part of this report, no attempt
will be made to determine the potential for error from the physical model-
ing. The reader will have to analyze the following paragraphs and determine
how the possible error will influence any engineering decisions.

104. The modeling of still-water level involved three main parts: data
collection and analysis, numerical model calibration, and simulation. The
tide gage data used in the project were carefully screened to remove spurious
data points; therefore, this information was probably corrected to about
0.1 ft. Calculating accurate tide time-histories was difficult. Five sets of
tidal constituents, each based on an analysis done for a different time

period, were tested. Due to the large tidal range at Boston, slight errors in

the phase of the predicted tide can cause significant errors when calculating

the storm surge time-histories. The storm surge time-histories used for
combination with tide were edited by eye to remove any errors caused by poor
tide prediction, The numerical grid, as shown by the calibration results, had
sufficient resolution to accurately model tide in the areas where calibration

data were available. WIFM has performed well in numerous studies, and the
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calibration and verification in this study produced excellent results. The
one-grid system used in this project should prove to be much more accurate
than a two-grid system because of the lack of wind data needed to force an
outer grid. The major source of potential error in the water level modeling
is the lack of storm data for calibration of the model. Implicit in cali-
brating the model to tide alone is the assumption that the magnitude of the
storm surge at the Boston tide gage is very close to the magnitude of the
storm surge in the study area for any storm event. Because the two locations
are so close to one another in comparison to the size of either the continen-
tal shelf or the size of a typical northeaster, this assumption is probably
more accurate than the alternative of using a two-grid system. Taking all
these factors into account, it is estimated that the accuracy of any one simu-
lation of the storm surge model would be within a few tenths of a foot in
areas close to the tide gages and within about one-half foot in those areas
west of the highway embankment.

105. The wave modeling portion of the project was less accurate than
the water level modeling for four main reasons. First, the state of the art
in wave modeling, particularly in shallow water, is not as advanced as in
surge modeling. Second, the numerical wave model used is more recent than
WIFM and, therefore, less well tested. Third, there were no wave data
available for either calibration or verification of the model. And, fourth,
the boundary conditions for the wave modeling (the WIS hindcasts which are the
best available) were not as accurate as the gage data used for the water level
modeling. These four factors are somewhat offset by the fact, that, for all
the more severe wave conditions and for many of the times when overtopping
occurred at Roughans Point, the waves approaching the wall were depth limited.

106. The flood routing model contained a series of assumptions for cal-
culating outflow from the interior of Roughans Point. For the flood levels
bracketed by the 1972 and 1978 floods, the flood routing model should produce
good results. However, for extreme floods, the interior water level is heav-
ily dependent upon the volume of water leaving the interior by flowing over
roadways and, for existing conditions, over reach D. Therefore, flood levels
higher than those produced by the 1978 event are more uncertain than are lower
flood levels.

107. The probability model contained several processes which could

potentially introduce error into the final curves. These included assigning

84




-,
-

) probability from the NED Boston stage-frequency curve, selecting events to
model, and fitting a curve to the raw modeling results.
i 108. It is beyond the scope of this report to assign error bounds

to the NED stage-frequency curve. However, a simple investigation of the pos-

e P
DDAOND |(CAACART O

i sible error in the curve would be as follows. The curve was based upon 131
o years of record, 57 of which were from a continuous record at the NOS tide
: gage. Because of the relatively long record, the bottom portion of the curve
. (i.e. return periods of less than 15 years) should be very accurate. The :';
middle portion of the curve (i.e. return periods between 15 and 100 years) is if
3 within the length of record and should be accurate to within a few tenths of a 33
’ foot. The portion of the curve above the 100-year return period would be more X
; uncertain with, of course, the uncertainty increasing with return period. Ry
. However, because of the extremely flat nature of the curve (there is only a 1{
+ 1-1/4 ft difference between the 50- and 500-year levels), it seems safe to Ei
$ predict that the curve should be accurate to within a half foot even at the hf
500-year return period. N
109. The potential error from the curve fitting process can be best &:
seen in plots of raw versus regressed output. For Fox Hill Drawbridge, the DN
- raWw and the regressed still-water level stage-frequency curves, previously L;
y presented in Figure 35, had a linear regression correlation coefficient of r -
N = 0.997 . Figure 56 shows the raw versus regressed output for the "Wide Berm ii
‘: + 1-ft Cap" alternative at Roughans Point which had a correlation coefficient t;
\ of r = 0.994 . These correlation coefficients are representative of those ;:A
occurring at all locations. The regression was highly accurate and poten- 5:
_: tially introduced only minor error into the total process. The lowest corre- ;:
i lation coefficient was greater than 0.98 for both the still-water level loca- E&’
X tions and the interior of Roughans Point. =1
. Determining Error Bands for the Selection Process :;.
110. The selection process that determined which events were selected o
T for modeling was designed specifically for this project. As a result of ]
5 limited experience with this technique, it is much more difficult to determine 3;
. the potential error of the selection process as compared to the potential :Q'
Y error of the more familiar processes of data collection, data analysis, and " ¥
numerical modeling. In order to estimate the variability of the selection ::
¥ o
: T
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process, the 150 events were divided into three sets of 50 events each. Each M

K of these sets was processed separately producing three stage-frequency curves.

E These three curves were generated for each numerical gage for the still-water -
- level locations as well as for each of the six structure combinations at .
= Roughans Point. As was mentioned in Part II, 150 events were more than .

N necessary to produce consistent results for the still-water locations. This %
.f assertion was confirmed when stage-frequency curves derived separately from -
:: the three sets of 50 events were plotted for each still-water location. For ;
w most of the locations there was not a discernible difference between curves a
- from the three sets. Figure 57 contains the three stage-frequency curves for :3
v Oak Island which had the greatest variation of all the still-water locations. A

o s
’ As can be seen from this figure the variation resulting from selecting a .
'

- limited number of events to represent all possible events is negligible for s
) the still-water locations. s
:- 111. The potential error caused by the selection process is much greater i
-’ c,
z for stage-frequency curves for the interior of Roughans Point than for the ‘}
“1 stage-frequency curves for the still-water level portion of this project. The r
“ flooding levels in the interior of Roughans Point are dependent not only upon {T
[ S
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Table 11 shows the relationship between the range of stages calculated at

any return period and ¢ , (Beyers 1966).

Table 11

Estimate of Standard Deviation from Range

Sample Size Estimate of o
2 0.8862 Ra
3 0.5908 Ra
4 0.4857 Ra

113. A single stage-frequency curve with probable error bands at se-
lected return periods was produced using the following process. First, at
each return period where error bounds were desired, the range of simulated
stages was determined by ranking the three values and subtracting the smallest

from the largest. Second, the PE was estimated using Table 11 and Equa-

tion 18. Third, a single curve was produced by processing all 150 events as

one set using the methods discussed in Part VI, Finally, the PE bounds were
placed upon this combined curve. Figures 60 and 61 show the combined curves
with error bounds which correspond to the three curves shown in Figures 58 and
59, respectively. Probable error curves are not presented for any still-water
locations. The probable error of the selection process is too small to be
seen for the still-water locations because of the small variability shown in

Figure 57.

Assessing the Impact of the Standard Project Northeaster

114. The Standard Project Northeaster (SPN) definition can be deter-
mined from the definition for the Standard Project Storm (Headquarters, De-
partment of the Army, Office of the Chief of Engineers, 1952) as the north-
easter which results from the "most severe combinations of meteorologic" and
tidal "conditions that are considered reasonably characteristic of the geo-
graphical region involved, excluding extremely rare combinations." For this
report two processes are important in considering the specification of an SPN,
still-water level and wave overtopping. It is possible that a separate SPN

would have to be defined for each process. The SPN which would produce the
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highest still-water level might not produce the highest waves at Roughans Eﬁ‘
Point and, therefore, not the highest overtopping rates. :J\
115. The SPN still-water level was estimated to be 13.0 ft NGVD (NED ::!
. 1983) by adding the maximum surge recorded at Boston, about 5 ft, and the -
3 maximum probable tide, 7.4 ft NGVD and then rounding up to the next foot of E:?
y elevation. This resulted in a still-water elevation which was almost 3 ft iu‘
¢ higher than the maximum ever recorded at the Boston gage. Given the unlikely fi
event that a tide with a maximum elevation near the maximum probable tide were it
to occur sometime during the maximum surge producing northeaster, the proba- e
bility that the hour of maximum surge (using hour increments) would occur at 3%-
: the hour of maximum tide is only 1/24 (assuming a semidiurnal tide with un- -
equal highs). Consequently, this combination might fall under the "excluding -
‘} extremely rare" clause in the definition of the SPN. A better specification ;f
f of the SPN still-water level might be closer to 12.0 ft NGVD. £?~
X 116. This report is mainly concerned with the effect of the SPN on té
interior flooding at Roughans Point and the propagation of the SPN still-water Vzi
level throughout the study area which can be easily stated regardless of the ;;;
f exact specification of the SPN still-water level. In considering the interior ;i;
: floods at Roughans Point, the effect of an SPN is straightforward; the inter- fﬂ
‘ ior of Roughans Point would fill to overflowing. The interior water level "
. (approximately 1-2 ft higher than the still-water level in Broad Sound) would fg
- be determined by how fast the overtopping volumes would flow over roadways at :Q:
) the west boundary of Roughans Point. The evidence seems clear that given a &;
water level on the order of 12-13 ft NGVD and with the waves appropriate for s
E an SPN, all of the proposed alternatives would be swamped. This can best be fg.
o seen by considering Figure 36. The only alternative which offers significant ;;:
.; protection at the highest return periods is the "Wide Berm + 2-ft Cap." -
However, even this alternative would not offer protection against the SPN. -
The highest still-water level (in Broad Sound) tested in the simulations was ;&
11.2 ft, roughly a 500-year level. Although the SPN would fall well to the i%
right of the edge of Figure 36, the effect of the SPN can be estimated as ;i
follows. The extra foot of still water resulting from the SPN would change a .
y 2-ft cap down to an effective 1-ft cap. Furthermore, the larger and longer 53
\ waves caused by the effect of deeper water in front of the structure and the i;j
higher wind speeds of the SPN would further increase the flood levels, ;4
. Consequently, the interior levels caused by the SPN with the "Wide Berm + 2-ft .
5 3
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Cap" would be more severe than that shown for the "Wide Berm + 1-ft Cap" at
the 500-year return period. It is possible that although the proposed im-
provements at Roughans Point would offer considerable protection against
lesser northeasters, the flood levels for the SPN might be higher after the
improvements. Without the improvements, water will begin returning to the
ocean over the north wall at approximately 11 ft NGVD. This outflow of water
considerably lessens the probability of extreme interior flood levels. With
the improvements, this outflow would be prevented by the increased wall
heights until much higher water levels. The lack of data to ascertain the
relative importance of outflow over the walls versus the outflow at the
western edge of the Roughans Point area at extreme interior flood levels makes
definitive conclusions difficult.

117. For the still-water locations the numerical storm surge model
results showed that the Broad Sound maximum water levels produced by the
ensemble storms were efficiently conveyed throughout the Saugus-Pines River
system. Differences between outside and inside water levels were always small
with the inside level usually slightly higher. The time-history of the SPN
surge might be more peaked. This peaked profile would likely suffer more loss
through the inlet and channel system, but this loss would be offset by the
local wind setup of the shallower water of the flood plain (the cause of the
higher interior levels during the simulations). Therefore, the predicted
result of the SPN still-water level would be that the whole study area would
flood to the level of the SPN in Broad Sound.

Conclusions

118. Stage-frequency curves for 15 possible structure combinations at
Roughans Point and for 14 still-water level locations were presented and dis-
cussed. The potential error associated with each step of the procedure was
discussed. A more formal determination of the probable error of the selection

process was presented. Finally the estimated impact of the SPN was discussed

for both interior floodiné at Roughans Point and the still-water locations.

119. At Roughans Point, where flooding is caused by the overtopping of
seawalls by storm waves, physical, numerical storm surge, numerical wave,
flood routing, and probability models were needed. Multiple combinations of

possible seawall-rr~vetment structures were modeled. Major differences among
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the combinations were evident at the lower return periods with the combina-

tions of a wide berm revetment and a cap on the existing seawall for the east
wall of Roughans Point providing the greatest protection. At higher return
periods the protection differential offered by the various structure combina-
tions tends to diminish. For still-water levels and wave conditions of an
SPN, all structure combinations tested would be ineffective at protecting the
interior of Roughans Point. Tests were run to determine a structure height
for the north wall. These tests indicated that significant overtopping did
not begin until the north wall structure was lowered below 13 ft. Since the
existing height of the north wall is above this level at several sections, it
is recommended that the reve“ment height be set at 13 ft with the wall height
being set so that there is a transition between the existing wall heights.
The only height that would be raised would be that of wall D, which would be
raised to match wall C.

120. For areas where flooding is due to coastal inundation by the
still-water level resulting from the combination of storm surge and astronom-
ical tide, only the storm surge and probability models were necessary. These
areas include both open coast and estuarine locations. For these areas
flooded by the still-water level, the results of the modeling indicated that
Ehe whole study area floods to approximately the same level. The flood levels
are efficiently conveyed through the inlet and throughout the flood plain of
the Saugus-Pines River system. Inside the inlet there is a small gradient in
the still-water level, rising from north to south, which results from local
wind setup caused by north to northeast winds which predominate during storm
conditions. This local wind setup results in flood levels inside the inlet
which vary by one-half to three-fourths of a root during the more severe storm
events, Outside the river system in Broad Sound a smaller north-south gra-
dient exists with differences of only a few tenths of a fout resulting. Data
collected after completion of the modeling indicated that losses do occur as
the flood levels are conveyed upstream of the Fox Hill Drawbridge on the
Saugus River and upstream of the Highway embankment on the Pines River.
Stage-frequency curves for these areas were adjusted to accommodate these
additional data. The curves were lowered 0.3 and 0.5 ft at the lower return
periods for upstream Saugus River and Pines river locations, respectively.
These reductions were linearly reduced for higher return periods because

higher flood levels would provide greater access to these areas.
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